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1. INTRODUCTION

In Primary, the content of Math knowledge is the first knowledge of Mathematics,
although simple but is the basic knowledge, foundation for each student's future learning
process. One of the basic views when developing programs and textbooks for Primary
Mathematics it is the presentation of mathematical knowledge in the light of modern
advanced mathematics. So, the application of advanced mathematics in teaching
mathematics in Primary has extremely significant. In this paper, we illustrate an in-depth
understanding of equivalence relations that is important in orienting and teaching some
fractional problems in Primary.

2. CONTENT

2.1. Preliminaries

To present some applications on equivalence relations in teaching fractions in
Primary, we would like to repeat some of the most basic knowledge about this concept. For

more details on this problem, we can refer to the references [1] and [2] .
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211 Two - way relationsiip

Define 1. A certain S subset of Descartes multiplication X XY is called the two -
way relationship above on X X Y.

One element (J?,y) € S we say Z has a two - way relationship S with % and from
now, we write 5% instead of writing is (x; y) €S .When Y = X tosimplysay S isa

two-way relationship on X instead of speaking S is a two - way relationship on X X X
Example. For two set X = {1,2,3} and Y = {a,b}. Then, Descartes multiplication of

X and Y is
X xY = {(50),(10),(20),(2:0).(3:0),(3:0)}

Thus, we immediately see that in Descartes multiplication X X Y, the following

subsets are the two-way relationship on X XY

S, = {10),(10),(210)}
S, ={(2:0),(3;0),(3:0)}
8, ={(5;0),(20),(3;0)}

In the conventional way, we write the two-way relationship between the elements in
the above relationship, respectively is

15,a,150,25 a
25,b,3S5,a,35,b
15,a,25, a,35,a

2.1.2. Fguivalence relations

Define 2. A two - way relationship S on the set X is called an equivalence relation if
the following three conditions are satisfied:

(4) Reflex: Forevery x € X then x5x.
(77) Symmetry: For every z,y € X if xSy then ySx.
(474) Bridge: For every x,y,z € X if xSy and ySz then £5%.

When two - way relationship S is equivalence relations, we often change S by

symbol “~ ” and if @ ~ b then read is “a equivalent to b”.
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Define 3. Suppose that “~ ” is a equivalence relations on set X and a € X. Set of
all elements © € X, they are equivalent with @ denoted by C (a) or a. It mean that

EzC(a):{xeX:xwa}

2

This is called a class equivalent to a according to the equivalence relation “~ ™ on
the set X.

2.1.3. The nature of fractions

Let N be a natural number set and N = N \ {0}. On the Descartes product

. a c
N X N, we define relationship “~ * as follows for any 34 e NxN we say that

a C . .
nglfandonlylfaxd:bxa

It is easy to check that “~ ” is equivalence relations. Each pair of numbers in order

(a;b) with ¢ € N and b € N" we call a non - negative fraction. The set all non -

negative fractions, we denote Q. Nhu vay Q7 = NxN % .

The concept of non - negative fractions in this curriculum is consistent with the
concept of fractions formed in Primary schools. This way of forming fractions is the

foundation for building rational numbers Q.
2.2. The applications of equivalence relations in teaching fractions in Primary

In the primary mathematics program, fractions are formed based on equivalence
relations. Therefore, we can understand the fraction problems easily and teaching for
students when understanding the theory of equivalence relations. We illustrate that through
a number of problems below.

2.2.1. Some typical problems

Problem 1 ([3],Exercisel53,pag619). Find x to have equal fractions

P gld_1
3 o6 w
p2d_o gL 2
36 12 125 5
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Method 1. The teacher suggests that students use nature of the two equal fractions to
solve this problem. Guide students to reduce to the same denominator or compact fractions
was known to get new fractions has a numerator or denominator similar to the fraction

containing T .

a) We have
2 2x6 12
3 3x6 18
. . 12
It is easy to see that the two fractions — and — have numerator equal to 12 so
x

these two fractions are equal, the denominator must be equal. Then, we have

2 12
3z
12 12
18«
=18
Thus © = 18.
b) We have

24 24:3 8

36 36:3 12
. . 8 x '
It is easy to see that the two fractions — and —2 have denominator equal to 12 so

these two fractions are equal, the numerator must be equal. It folows that

24 x
36 12
8 x
12 12
r=2_8
Thus = = 8.

Parts ¢) and d) same as parts @) and b).
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Method 2. Teachers guide students to solve the above problem based on the theory of
equivalence relations. This method helps students solve faster, no need to transform known
fractions to get a new fraction with a numerator or denominator by numerator or
denominator of fraction containing x. Based on this nature, we can guide students to solve

as follows
0212
3 =z
It means that
2xx=3x12
or
2xXx = 36.
Students apply the formula to find unknown factors to find x
T =236:2
r =18
Thus z = 18.

Part b),c) and d) same as part a).

11
Problem 2 ([3],Exercie 157, page 19). Give fraction TS Need to add both the

numerator and denominator of that fraction with the same number is how many to get a
. : 4
new fraction which value is — ?.
The teacher suggested that when adding both the numerator and the denominator of

11
the fraction — with the same number, subtraction the denominator and numerator of the

new fraction remain unchanged and equal
16 —-11=5.

On the other hand, we have the ratio between the denominator and the numerator of

5)
the new fraction is — . Then, the problem takes the form of finding two numbers when

knowing the subtraction and the ratio of the two numbers. We have a diagram

New denominator

| | | | | |
| I I | N~——1
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New numerator

New numerator is

5:(5—4)x4 =20

The number to be added to the numerator and the denominator of the old fraction is

20—11=0.

Try again
11+49 20 4
164+9 25 5

So, the natural number need to look for is 9.

2.2.2. Some similar problems

Problem 3 ([3],Exercise 152, page 19). Find 7 is a natural number, know

. T
a) Fraction — has a value of 4.

.9
b) Fraction — has a value of —.
iy

Problem 4 ([3] ,Exercise 197, page 19). Need to reduce both the numerator and
denominator of the fraction — how many units to get the new fraction equal to — 7.
Problem 5 ([3] , Exercise 160, page 20). Need to add the numerator and
. .13 . :
denominator of the fraction 1— how many units to get the new fraction equal to — 7.

Problem 6 ([4] , Exercise 3, page 1 12). Write the appropriate number in the box

50 10 [ ] s [1 o []
a) b)g__ =

O[] 3

1o:ﬁ_20
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Problem 7 ([4] , Exercise 3, page 1 14) . Write the appropriate number in the box

54 21 || 3

2 [] 12 []

Problem 8 ([5] , Exercise 4, page 4). Write the appropriate number in the box

91—t _L
"0 ho=5

3. CONCLUSION

In this article, we present some application of equivalence relations in teaching
fractions in Primary to find solutions to present the answer accordance with level of
primary students. Application of equivalence relations will help teacher guide students
solve problems and help improve teaching effctiveness.
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1. INTRODUCTION
The septadiagonal linear system (SLS) take the following form:
AX=Y ey
where
D, E, EE G, O 0
C, D, Ei E G 0
B, C, D, E, 0
A=A, B, C, D, Gy s 2)
0 A, B, .. . E,
CN—l DN—l EN—]
0 .. 0 Ay By Cy Dy

N is a positive integer number, N > 4,X = (Xg, ..., Xxx) T, Y = (o, -, YN) > X5, Vi € R.

This kind of linear systems arise in areas of science and engineering [2, 3, 4, 5]. So in
recent years, researchers solve these systems. The author in [] presented the efficient
computational algorithms for solving nearly septadiagonal linear systems. The algorithms
depend on the LU factorization of the nearly pentadiagonal matrix. In [], the authors
discussed a symbolic algorithm for solving septadiagonal linear systems via
transformations, ...
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In this paper,we introduce efficient algorithm base on the LU factorization of the
septadiagonal matrix. This work is organized as follow: in Section 2, numerical algorithm
for solving SLS are presented. In Section 3, the numerical results are discussed. In the last

Section, Section 5, conclusion of the work is presented.

2. NUMERICAL ALGORITHM FOR SOLVING SLS

In this section, we are going to build a new numerical algorithm for computing the

solution of septadiagonal linear system.

Assume that

a= (GOJ T aN—l)rB = (Bof T BN)JY = ('Ylp ---;YN), u= (IJ-OJ T UN—Z):’Y’ = (’Y’zf ""Y'N)‘

l/) = (IIJO' ey EbN)’Y = (Yll 'YN)J 0, Bi' MY Hi, ’Y’i' l/)i €R.

If use the LU decomposition of the matrix K , then we have:

1 0 .. 0Y(B, o, M,

vy, 1 0 .. 0|0 B, o
N Y. Y
A=A, v, .. .. 0 ..

0 A, .. . 0

1 0

0 .. 0 Ay vy v 1)0

Assume that

B, @ K, G, O .. 0
0 B o w G 0 0

GN—3
a’N—Z l’LN—Z
BN—I a’N—l
0 .. 0 By

From (3) and (4) we have

Bo =Dy,a, =E;,u, =F,

C
Y =—1,H1 =1:1 _Y1G0a61 =Dl — O Y, O =E1 — YKy

Bo

G,
K

0
Gl

Yo
v,

Yy

0

3)

“4)
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B, Y, = C, — 7,0,
s 42

By B,

Bz =D, -0y, - “07'2

'le 0, =B, =Y, — szGo

w,=E -7,G,,
B, — A, E‘S
Y=
Bis
Vi, — Ai B
. B
l B
G, :
o, =E, =7l =7 G ,.B =D, — A BIS i — Y
i-3
i Yi M ;’“’i =F - 'YGI 1>
i3
Y ~ i ;’Mi =E-7G_.i=3.,N-
i-3
BN—I - AN—I EN_4
’Y'N—l = [3 = Uy = ~—VnaMl N2 YN 19 N-3>
N-2
CNfl_’Y'N—laN 3 AN Py
_ Pra
'YNfl - 9

Bra

, G,
Oy =Ex = Vol — 'YN—IGN%’BN—I =Dy, — Ay =0

N-1
Brs

CN_’Y'NG‘N 2_A Pv=s
BN3

'Y' = N-3 "Y =
: BN—Z A BN—I

— Oy, VN MNsz'N-

BNs

2.

N72'YN71

It is to see that, the LU decomposition (3) exists only if Bi #0,i=1,..,n

- uNfﬂlel ’

- 1.
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Algorithm. To solve the general septadiagonal linear system (1), we may procced as
follows:

Step 1. Set
Bo =Dy, 0, =E;. 1, =K.
Step 2. Compute

C

Y :B_I’FH :E_71G0’B1 =D, =7, 0, =E; = Y1,
0

. B C, — 7,0 |

Y, :_2’72:2—720’0(2 =E, =71, =76,
BO Bl

Bz =D, -7, —MoYé

w, =E -7,G,.
Step 3. Fori=3..., N -2 compute
ol
B, - A, l33
Yi = =
B
Ci - Y;(xi—Z - Ai ==
. B

’
B

o, =E -7l — 'Y; Gi—z’Bi =D, - A, Gi_3

Bis

— O ML,

G. !
Bi =D, - A, BI_S =0 Y MYl =E =76,
i-3
G. !
B;=D, —A -0 Y — 1LY =E -G,

Bis

Step 4. Compute
Uny

BN—I - AN—1 B -
Tna = B — O =Ex = VoM~ Yo Onss
N-2
' A My
C N1 YN Qs — 1\[1311\14
Vo = N4

Bra
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: G, '
Oy =Ex —Vnaly = Yna G BN—] =Dy, — Ay, BLL‘ — 0N YNe T MY e

N—4

CN_'Y'NG‘N 2_A Pv=s

BN’% BN3

’Y'N = ”YN = ’
BN72 BNfl
— G ~ '
BN N Oy YN — BN
BN 3
Step 5. Compute the solution
X = Yy X = W = X0y X = Wy = X Onp = XMy
N >AN-1 T s AN-2 T
Px B Bros

fori=N-3,N-2,..., 0 compute
X, = \II X1+1(x i+2!"L X1+3C}
B,
where: Wy =y, W, =y, =YW, W, =Y, =12, — 1,2V, and fori=3, ..., N we have

Ai\IIi—S
Bis

V,=Yy, — — ViV — Y;\Vifz'

3. PYTHON CODE AND ILLUSTRATIVE EXAMPLES

In this section, we give Python code to solve septadiagonal linear systems. After that
this code is used for some examples.

3.1. Python code to solve septadiagonal linear systems

We have Python code to solve septadiagonal linear systems:
Code python giai he pttt 7 dg cheo
Beta[0] = D[O]
if Beta[O]==
Beta[O]=s
D[0]=s
Alpha[0] = E[0]
Mu[0] = F[0]
Gammal1] = C[1]/Beta[0]
Mu[1] = F[1] - Gamma][1] * G[O]
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Beta[1] = D[1] - Alpha[0]*Gamma][1]
if Beta[1]==0:
Beta[l]=s
Alpha[1] = E[1] - Gamma[1]*Mu[0]
Gamma_P[2] = B[2]/Beta[0]
Gammal2] = (C[2] - Gamma_P[2]*Alpha[0])/Beta[1]
Alpha[2] = E[2] - Gamma[2]*Mu[1] - Gamma_P[2]*G[0]
Beta[2] = D[2] - Alpha[1]*Gammal2] - Mu[0]*Gamma_P[2]
if Beta[2]==0:
Beta[2]=s
Mu[2] = F[2] - Gamma[2]*G[1]
for i in range(3,N-1):
Gamma_P[i] = (B[i] - A[i]*Alphali-3]/Betali-3])/Beta[i-2]
Gammal[i] = (C[i] - Gamma_P[i]*Alpha[i-2] - A[i]*Mu[i-3]/Beta[i-3])/Betali-1]
Alphali] = E[i] - Gamma[i]*Mu[i-1] - Gamma_P[i1]*G[i-2]
Beta[i] = D[i] - A[i] * G[i-3]/Beta[i-3] - Alpha[i-1]*Gammali] - Mu[i-2]*Gamma_P][i]
if Beta[i]==0:
Beta[i]=s
Muli] = F[i] - Gammali]*Gli-1]
Gamma_P[N-1] = (B[N-1] - A[N-1]*Alpha[N-4]/Beta[N-4])/Beta[N-3]
Gamma[N-1] = (C[N-1] - Gamma_P[N-1]*Alpha[N-3] - A[N-1]*Mu[N-4]/Beta[N-4])/Beta[N-2]
Alpha[N-1] = E[N-1] - Gamma[N-1]*Mu[N-2] - Gamma_P[N-1]*G[N-3]

Beta[N-1] = D[N-1] - A[N-1]*G[N-4]/Beta[N-4] - Alpha[N-2]*Gamma[N-1] - Mu[N-
3]1*Gamma_P[N-1]

if Beta[N-1]==0:
Beta[N-1]=s
Gamma_P[N] = (B[N] - A[N]*Alpha[N-3]/Beta[N-3])/Beta[N-2]
Gamma[N] = (C[N] - Gamma_P[N]*Alpha[N-2] - A[N]*Mu[N-3]/Beta[N-3])/Beta[N-1]
Beta[N] = D[N] - A[N]*G[N-3]/Beta[N-3] - Alpha[N-1]*Gamma[N] - Mu[N-2]*Gamma_P[N]
if Beta[N]==0:
Beta[N]=s
Psi[0] = f[0]
Psi[1] = {[1] - Gamma[1]*Psi[0]
Psi[2] = f[2] - Gamma[2]*Psi[1] - Gamma_P[2]*Psi[0]
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for i in range (3,N+1):
Psi[i] = f[1] - A[1]*Psi[i-3]/Beta[i-3] - Gamma[i]*Psi[i-1] - Gamma_P[i]*Psi[i-2]
delta = [0 for i in range(N+1)]
delta[N] = Psi[N]/Beta[N]
delta[N-1] = (Psi[N-1] - delta[N]*Alpha[N-1])/Beta[N-1]
delta[N-2] = (Psi[N-2] - delta[N-1]*Alpha[N-2] - Mu[N-2]*delta[N])/Beta[N-2]
for i in range(N-3,-1,-1):
delta[i] = (Psil[i] - delta[i+1] * Alpha[i] - delta[i+2] * Muli] - G[i]*delta[i+3])/Beta[i].

3.2. Illustrative examples

Example 1. Find the solution of the following septadiagonal linear system following:

(X, +2x,+3x, +4x, =30
—3Xx,+4x, +x, +2X;+X, =21
2X, — X, +5x, +7x; +8x,+2X; =95
X, +3x,+4x,+5x; +6x, +X; +Xq =82
X, +5X, +2x;  +3x, +4x, +5x, =99

2x, +3x; +4x,+5x, +Xq =75

X, +X, +2X,+X; =28.

Solution.

We have N=6,D=(1,4,5,53,5,1),E=(2,1,7,6,4,1),F=(@3,2,8,1,5),
G=4,1,2,1),A=(,1,2,1),B=(2,3,5,3,1),C=(-3,-1,4,2,4,2),y = (30, 21, 95,
82,99, 75, 28). The numerical result is x = (1, 2, 3, 4, 5, 6, 7).

Example 2. Find the solution of the following septadiagonal linear system following:

81 —12 33 24 0 0)(x,) (-222
~13 4 1 3 32 0fx | |212
12 -10 15 7 8 2|x,| | -7
112 2 14 25 6 4| x,| | -96
0 1 5 2 3 4|x, 42
0 0 2 3 4 5)\x, 24

Solution.

From the above system, we see that, N=5,D = (81,4, 15,25,3,5),E=(-12, 1,7, 6, 4),
F=(33,3,8,4),G=(24,32,2),A=(112,1,2),B=(12,3, 5, 3),C=(-13,-10, 14, 2, 4).
We find approximation solution of this equation x = (-1, 12, 3, -4, 5, 2).
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4. CONCLUSION

In this work, we used the LU factorization of the septadiagonal matrix to biuld a new
algorithm. Using numerical examples we have obtained that the Algorithm works well.

Hence, it may be come auseful tool for solving linear systems of septadiagonal type.
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THUAT TOAN GIAI HE PHUONG TRINH TUYEN TINH
BAY PUONG CHEO

Tém tdt: Trong bai bdo nay, chiing ta trinh bay thudt todn hiéu qua dé gidi cdc hé
phurong trinh tuyén tinh bay dwong chéo. Thudt todn trinh bay thich hop véi cdc ngon
ngtt lap trinh nhu Maple, Matlab, Mathematica, Python. Cdc két qua 56 duoc trinh bay
bang ngon ngit lap trinh Python minh hoa hiéu qud ciia thudt todn.

Tir khéa: Ma trin bay dieong chéo, hé phwong trinh tuyén tinh, tinh todn cdc hé dai so.
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1. INTRODUCTION

Let me give a brief history of results on these operators. In 1984, Carton-Lebrun and
Fosset [1] considered a Hausdorff operator of special kind, which is called the weighted
Hardy operator Uy, such as the following

1
Uy f(x) = fo ftx)y(t)dt,x € R™ (1.1)
The authors showed the boundedness of Uy, on Lebesgue spaces and BMO( R™) space.
In 2001, J. Xiao [16] obtained that Uy, is bounded on LP (R™) if and only if

folt_g W(t)dt < oo. (1.2)

Meanwhile, the corresponding operator norm was worked out. The result seems to be
of interest as it is related closely to the classical Hardy integral inequality. Also, J. Xiao
obtained the BMO( R™) bounds of Uy which sharpened and extended the main result of
Carton-Lebrun and Fosset in [1].

In 2012, Chuong and Hung [6] introduced the weighted Hardy-Cesaro operator, a

more general form of Uy, in the real case as
Definition 1.1. Let 1:[0,1] - [0,0), s:[0,1] = R be measurable functions. The
weighted Hardy-Cesaro operator Uy, associated to the parameter curve s(x, t): = s(t)x,

is defined by
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1
Uy,sf () = [ f(s(©O0)p(t) dt, (1.3)
for all measurable complex valued functions f on R™.

With certain conditions on functions s and w , the authors [6] proved Uy, s is bounded
on weighted Lebesgue spaces and weighted BMO spaces. The corresponding operator
norms are worked out too. The authors also give a necessary condition on the weight
function v, for the boundedness of the commutators of operator Uy s on Ly, ( R™) with
symbols in BMO,,( R™).

In 2015, Hung and Ky introduced the weighted multilinear Hardy-Cesaro operator
which was defined as following

Definition 1.2. Let m,n€ N,y:[0,1]" - [0,), Si,...,5,:[0,1]* > R be

measurable functions. Given fi, ..., f,,: R* = C be measurable functions.

The weighted multilinear Hardy-Cesaro operator U$ 2", is defined by

URE (Foy oo ) @) = [ (T fi(se (D)) () d (1.4)

where § = (S1,..., Spm)-

n

In [22], the authors obtain the sharp bounds of U$ .

> on the product of Lebesgue

spaces and central Morrey spaces. They also proved sufficient and necessary conditions of

the weighted functions so that the commutators of U$ ;7" (with symbols in central BMO
space) are bounded on the product of central Morrey spaces.

In 2014, Gong, Fu, Ma investigate the weighted multilinear Hardy operators (see [20])
on the product Herz spaces and the product Morrey-Herz spaces, respectively. They
obtained the bounds of this operators on the product these spaces.

From all above analysis, it makes me investigate the boundedness and norm of
operator in (1.4) from product of spaces of Herz and Morrey-Herz.

The paper is organized as followed. In Section 2 we give the notation and definitions
that we shall use in the sequel. In Section 3 we state the main results on the boundedness of

U$ '§" on the product of Herz spaces. In Section 4, we present the main results on the

boundedness of U$ 2 on the product of Morrey-Herz spaces.

2. BASIC NOTIONS AND LEMMAS

Since Herz space is a natural generalization of weighted Lebesgue spaces with power
mn

weights, researcher are also interested in studying the boundedness of U, %" on the Herz

spaces. To make the description more clear below, we review the definition of the Herz
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spaces now. In the following x; = x¢,; Cx = Bi\ Bi—1 and By = {x € R%: |x| < 2*, for
ke Z, C, =Cy Cy= By, and ¥y = Xc, for k € N and yg is the characteristic function of

asetE.
Definition 2.1.Leta € R,0<p < 00,0 < g < oo.

The homogeneous Herz spaces K, (R?), is defined by

KgP(RY = {f € Lpe(RENAOD: IIf llgar(ray < o}, @.1)

where
1
1F o (aey = {ZReo 2PUF 20l 2 gy I 2.2)
(2) The inhomogeneous Herz spaces K: P (R%), is defined by

Kg® (RY) = {f € Lipc(RD: IS [lap (gay < o0}, (2.3)

where
1
1F v (aey = {0 2P I 0Py 1 (2.4)

with usual modifications made when p = o or g = 0.
Next, I recall definition of Morrey-Herz spaces (see [20])
Definition 2.2. Leta € R,0<p < ,0< g<ooandl > 0.

The homogeneous Morrey-Herz space M Kgf'; (R%), is defined by
sa,l
MEG (RY) = {f € LipcCRENAOD: If lygea(pay < 0} 2.5)

where:

1

_ k )
1 Al ray = SUPkoer 27 {12 oo 2PNy P 2.6)

The inhomogeneous Morrey-Herz spaces M Kz%l (R%), is defined by

MEGG (RY) = {f € Lipe(R: If lygaipay < 0} 2.7)
where
1
- k ~
1l aay = SuPKoen 2750 (B0 25 1 2l ) I 2.8)

with usual modifications made when p = o or g = 0.

From the above definitions, it is not difficult to note that Kg’p (R = Kg‘p (RY =

P (RO K?” (RY) = K2 (RY) = 1P(x|* dx)(R?) for all0 < p < wand a € R.
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Moreover the homogeneous Herz spaces Kg* (R%), the homogeneous Morrey-Herz
spaces MK (R%) and the Morrey spaces M%*(R?) satify MKSy(R%) = K,? (RY);
M9A(RY) c MKJA(RY).

Throughout this paper w(x) will be denote a nonnegative measurable function on R%.
Remember that a measurable function f belongs to L, (R%) if

1

1 £lly, zay = (Sal FOOIP 0(@)dx )P < o0, 2.9)
Definition 2.3. Let y be a real number. Let W, be the set of all functions w on R%,

which are measurable, w(x) > 0 for almost everywhere x € R%. 0 < |, sy w(y)o(y)dy <

oo and are absolutely homogeneous of degree y, that is w(tx) = |t|Yw(x), forall t € R\
{0}, x € R%.

3. BOUNDEDNESS OF U$;1 ON THE PRODUCT OF HERZ-TYPE SPACES

This section will be devoted to state and prove results on the boundedness of

Uj)’;f, U$ " on the product of Herz-type spaces. Throughout the whole paper, Sy = {x €

a
R%: |x| = 1} and we also denote Sy = i;: . By w we will denote a weight from W,

2
where y > —d. We also denote by ¥ a nonnegative and measurable function on [0,1]".

Theorem 3.1. Let o, a1 ,a, € R, 1 <p,p;,q,q9; < oo, fori =1,2and
0{1 + 0{2 =
1 1

_+_:
91 92

11
b1 D2
then Uég is bounded from K;""*(R?) x K;?P*(R?) - K" (R?) if

Tl= Q|-

Jio.11m < foals(@® I_a_q_i> Y(b)dt, (3.1)

Conversely, if a; = a, = %a, qi = 2q,p; = 2p,i = 1,2 and Uj)? is bounded from
K "PH(RY) x Kg#P2(RY) - K, P (R?), then (3.1) holds.
Moreover, in that case, one has

gl
1035 s ey k272 () k2 (a%) = Jo.n (H?=1ls(t)| ‘h‘) P(t)dt. (3.2)

In general case, we have the following theorem
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Theorem 3.2. Let a, a4, a5,...,an € R, 1 <p,p;,q,q; <oo,fori =1,..,mand

1 1 1 1
— Yt — 4t — ==
qd1 Q92 dm 4

1

then Uy'y" is bounded from K2PH(RY) x Kg2P2(RY) X .. x KgmP™(RY) - K" (R?) if
1
f[O,l]" <Hﬁ1|5(t)| qi> w(t)dt, (33)

Conversely, if ay =a, = =a, = %a, qi =mq,p; =mp,i =1,2,..,m and
UZ}" is bounded from K;""*(RY) x K 2P?(R%) x ...x K;‘T;"’pm(Rd) - K&P(RY), then
(3.3) holds.

Moreover, in that case, one has

IIUm;?n ||R“1’p1(Rd)x Kaz'pz(Rd)x xk“m’pm(Rd)_) ka,p(Rd) ~
! q1 q2 W XKg o a
A
f[o.ﬂn( Zails@l 9 )y(t)at. (3.4)

Proof of Theorem 3.1. Since = +ql = %, by Holder, Minkowski inequalities and
1 2

change variable we have:

||U2',T§l (fll fZ)Xk”LQ(Rd)

2 q 1
- 'ka -f[0,1]n<ll;[ﬁ(sk(t)x)>¢(t)dt dx q
1
2 q
= ‘[[0,1]" <ka ll:llfi(sk(t)x) dx) Y(t)dt

1

qi
|fi(5i(t)x)|qidx> Y(b)dt

2
= j[o,lln 1_[ (-[c
B -[[0,1]n ﬁ (-Li(t)cklfi(x) %5 (D) dx >q_i Y(t)dt
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z d @ @
- | (ﬂm(m q)(f |f1(x>|q1dx> (j Ifz(x)Iqux> ors
[0,1]" i=1 s1(t)Cx 52(t)Cx

For the arbitrary s,(t),s,(t) € R, so we findm,l € Z such that 2™ ! < s,(t) <
2™ and 271 < s5,(t) < 28 Thus

1

S 2 IS(t)I_‘% If,(0)| % dx o
[0,1]" 2ktm=2 || <gk+m

i=1
1

qz
x ( j |f2(x)|q2dx> Y(O)dt
2k+l—2<|x|52k+l

= f[oll]n(||f1Xk+m—1I|Lq1 + W fixesmlla) Ul faxieri-allaz + I f2XrerillLaz) X

< 12=1|Si(t)|_q_i> Y(D)de. (3.3)

For pi + pl =$ and a4 + a, = a, by Holder inequality and Minkowski inequality
1 2

given

2n
Uy s ||kg'p(Rd)

had D
- ( > 2k Uty ||fq>

k=—o0

|

o)

Z 2kap (j (fixesm-1llLar + W fixesmllLan)
[o,1]™

k=—o0

IA

1
P

2 a p
X (Nfaxk+i-1llLaz + I f2xk+1llLaz) (1_[|Si(t)| ‘“)I/J(t)dt>
i=1

<| (Z 2 (11fyZesmoslun + I imllzn)?
(o,1]"

k=—o0

1

D [ d
X (f2xk+1-11lLaz + ||f2Xk+l||qu)p> (1_[|Si(t)|_q_i)1/)(t)dt
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ot D1
<| (Z 2t <||f1xk+m_1nm+||f1xk+m||m1)pl)
[0,1]*

k=—o00

® P2
><< Z 2k2P2 (|| fyxies-1llpaz + ||szk+z||Lq2)p2>

k=—o0
2 d
x <ﬂ|si(t)|‘q‘i>w(t)dt

i=1
1
o) P1
< f Z 281 (|| fuxermet lla )Pt
[Oll]n k=—o00
1
o) P1
+ Z 2k0P (|| e rmll L@ )P2
k=—0o0
1
oY P2
x Z 2K2P2 (|| fyp 11 a2 )P
k=—o0
1
o) D2 2 _i
[ D7 24 el | bxx (] Jisiora |weoae
k=—0o0 i=1

< ”flllkgll'pl(Rd)”fznkgzz'pz(Rd) f[o 1]n(2‘(m—1)a1 + Z—mal)(z—(l—l)az + 2—la2)

2 d
x (]_[|si<t)|‘q‘i) P(t)dt

=1
_4
2 ,
< ||f1||1‘(§‘11"’1(Rd)||f2”1'<§zz'p2(Rd) f[o,l]n< i=1lsi (D] q‘>1/)(t)dt-
So
d
||U2:?||K3'P(Rd) < ||f1||1‘(§‘11"’1(Rd)||f2”1'<§zz'p2(Rd) f[o,l]n< =alsi (@ ‘”>I/J(t)dt- (3.4)

From the above inequalities, we have that the first conclusion in Theorem 3.1 holds.

On the other hand, we suppose that Ui’sf is bounded from
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7 a1,D a 7 ®2,D d cOP rpd
RSP (RY) x KEP2(RY) — KeP(RY)

n

2,n 2
and U¢,§ has the operator norm ||U¢.§ |Ik511.p1(Rd)X RE2P2(R) KOP(RE): Forany 0 < e < 1,

let
0,ifx<1
filx) = {x_“l_%_e, if x >1,
0,ifx<1

(3.5

(3.6)

Obviously, || fixillLar = |foxkllLez = 0, when k = 0,—1,—2,.... So, for any positive

integer k, it is easy to get that

d
—a;——€)q
Vil = Fyeon gyl ) ax

S (20 (@te) _ 1)

— Zk(—ﬂh—e)‘h
q1(ay +€)

ISY

2m2
where S; = —5-. Thus
r'e;)

1
Sd(qu(“1+€)—1))ﬁ
q1(ai+e)

Wil = 27449 (
A simple computation gives

1

1
_ e (SO 1
T —

q1(ay+e)

Similarly, we obtain

1

- 1
e [Sa(292(@2+O)_1)\az 1 \ps
||f2||1'<522rP2(Rd) =2 ( P

qz(az+e)

For each i = 1, 2. For each x € R% which |x| > 1, let

S, = NE,{t € [0,1]™:|s;(t)x]| > 1}.

(3.7)

(3.8)

(3.9)

From the assumption |s;(ty,...,t,)| > min{tﬁ,...,tﬁl} aet=(t,..., ty) € [0,1]",

n
there exists a null subset E of [0,1]™ so that S, contains [Ll, 1] \ E.

|x|B

U2 (i f2) () = fjg o fr(s1 DD fo (5,000 (D)t
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= x| s W POt

Hence
1%

055 o 2]y =
= > 2 Uit Gufn |,
k=1
. o
=;2"“P fm» X752, () L 1_1[|sl(t)| € w0yt | dax

p

z . d
s
f[eﬂn(ﬂl @ " e)w(t)dt

i=1

o p
q
> Z Zkap <.[ |x|—qa—d—2qexk(x)dx>
=1 |x|ze=B

Since 1 < e7# € R, it is easy to find a positive integer [ such that 2!7* < e=F < 2L,

Thus, we have

p

o)

p [/ 2k
> Z Zkap 53 <.[ T'_(a+26)q_1d7")
2k—1

k=l+1

<ﬂ|sl(t>| )wa)dt

kap oo-kp(a+ze) [ 2o -1\ : e
kap ghp—kplat2e)f f 1_[~t b t)dt
D, 2] Geras) l[Jso Yo

p

d 1— 2—26p

k=1+1
g o(a+26)q _ q g = - —ai-2 e ’
=S4 <—(C¥+2€) > z 2—2€kp f —[|Si(t)| a - |Pp(t)de
q k=1+1 le1]™ \5-1
14 p
p (2(a+26)q _ 1>q 2—26(l+1)p
=94

J. (1_[|s,(t)| )w(t)dt

Since g, = q, = 2q, a1 = a, =laandi=i+i,p1 = p, = 2p, we have
2 P P11 D2

q(a + 2¢)

||U2',T§l (f1:f2)||f{;‘rp(Rd)

1

1 /9(a+2e)q _ >
> 2—26(1+1)Sq 2tarze 1 1 p
- a\ q(a+ 2¢) 1—272¢€p

QR

f[ N (ﬁ|si(t)|‘“i‘%‘e>w<t)dt
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2

s, (O P(t)dt
[ea]m

i=1

= FLllfillgean eI f2llggzre (e

This implies that

a

Jiegn ( ?=1|sl-(t)|_“i‘qff> w(Odt| (3.10)

2n 2ef
||U¢’§ Ilkgll‘pl(Rd)x K;lzz.PZ(Rd)_) I'{g'p(Rd) =€

Notice that |sl-(t)|_e < minf{ty,...,t,} ¢ > e > 1whene » 0

Thus, letting € » 0% and by Fatou's lemma we obtain

2 d
j <| ||si(t>|‘“i‘ﬁ>w(t>dt
.1 \4_1

P
U3 |lgea21 (ray k22 (a) k2P (rt) Z Jjg1pn ( i=lsi () ‘“) Y©)de (.11

2n
Uy ||1'<§‘11"’1(R“)x KE2P2(R) REP (RE) >

Thus, (3.1) holds.

The proof of the theorem 3.2 is general of the proof of theorem 3.1, so I omit it.

4. BOUNDEDNESS OF Ulng ON THE PRODUCT OF MORREY-HERZ
SPACES

This section will be devoted to state and prove results on the boundedness of

Uj,rgl ) UZ‘I ‘gn on the product of Morrey-Herz spaces.

Theorem 4.1. Let a;,a, € R, 4,4 >0,1<p,p;,q,q; <o,i =12 and a; + a, =
1,1 1.1, 1

Lyl 4222 44, =1 Then, U?" is bounded from MK (R%) x
a1 a2 a'pi P2 P 3 P14

MKS%22 (RY) to MK (RY) if

b

f[o,l]n< iz=1|5i(t)|_ai_q_i+/1i>lp(t)dt < o (4.1)

Conversely, if a; = a, = %a, M=2, = %/1, q; = 2q,p; = 2p,i = 1,2 and Ui? is

bounded from MK (R%) x MK327%(R) to MK (R?) then (4.1) holds.

Moreover, in this case, one has

d
2n _ 2 —ai——.+/'li
U5 Waggess (paymedz (pety i (ae) = Jioar (Hi=1|5i(t)| % )lP(t)dt (4.2)

p2.92

In general case, we have the following theorem:
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Theorem 4.2. lLet a,ay, ..., € RLAA >0,1<p,p,q,q <o,i=12,.,m

and a;+ @+ A= —F—F === 4+ A,
q1 q2 dm q Dp1 P2 Pm 14
-4 A, =A. Then, U$§" is bounded from Mf(;ll"(;lll (RY) x MK;;;?ZZ (RY) x ... x
. mllm . ,A .
MK,™.™(R?) to MKy (R?) if
_a._i+l.
f[O,l]"( :lesl(t)l i )lp(t)dt < 0o (43)
Conversely, if oy =a, = =a, = %a,ll =A,==4, = %A, qi =mq,p; =

mp,i =1,2,..,mand Z}n is bounded from MKglfjll(Rd) X MK;,’;Z,;;ZZ (R X ... X

MEEmAm (RaY (o MK (RD) then (4.3) holds.

Moreover, in this case, one has

mn ~
U5 apiceris (paynmic22 (mty xcuicemdm (ra) , s (rt) =

Jio,1pm ( 511|5i(t)|_ai_"_iw> P(®)dt 4.4)

Proof of Theorem 4.1. From the proof of Theorem 3.1, we know that

||U2'§ (fler)Xk“LQ(Rd) < j U fixk+m-1lloar + lfiXe+m llLar) X
[

0,1]"

X (foxk+i-1llLaz + 1 faxXu+t ”qu)< ?=1|5i(t)|_q_i>lp(t)dt- 4.3)

For pi + pi = %, a,+a, =a, =4, +1,, by Holder inequality and Minkowski
1 2

inequality give ”Uz"f , ”
quality g (1 f2) M (pa)

1
ko PN\pD

= sup 27 ko# z 2kap ||U2? (fl,fz))(k”
La

ko€EZ he—o

ko

< sup 2 kot z 2kap (f Ufixeem-1llzar + 1 fixe+mllzas)
[0,1]"

ko€Z ko

1
P

2 4 p
X (Nfaxksi-1 leaz + [ faxksr llpaz) X (1_[|Si(t)| qi)ll’(t)dt>
i=1
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ko
< sup 27ko? f z 25 (|l fuxram-1lliar + | fixesmllzan)?
ko€Z
[0,1]" \k=-o
1
P, 2 4
X (Wfotiessa oz + 1foient )P (]_[|si<t)| qi)lp(t)dt
i=1
1
ko P1
< supz ot [ 3 2P s + Ui o)
o€
[0,1]" \k=-w

ko
x| > 22l fypnss oo

k=—o0

1

D2 2 d
Flfodtirallian)?? (1_[|si(t)|‘q‘i)w(t)dt
i=1

1
( ko D1
< sup 2o [ 4D 2 g I
ko€Z
WJP‘k k=-w

1

ko P1
+ 2keapa]| 174 X
1Xk+m |l 41

k=—c0

1
( ko P2
x supztrs [N 2 12
ko€Z
WJP‘k k=—co

1
P2

ko
D 2 fopym 125,

k=—oc0

2 d
x <ﬂ|si(t)|‘ﬁ>w(t>dt
i=1

—(m-1 - (-1 -1
< ”fl”MKgll.’;ll(Rd)”fZHMngZ.';zZ(Rd) f[O,l]n(z (m-Dey 4 9 m°<1)(2 (I-Decz 4 2 ocz) X

d
—+

A

>1,b(t)dt

—ai— ,+/1i
< ”fl”MKgll_’;ll(Rd)”fz”MK;ZZ_';ZZ (R f[o,l]" (H?:llsi(t)l i )l/J(t)dt

So
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Jvis

MKy, (Rd) -
“flllMK“l)“l(Rd)”fz”MK“ZAZ(Rd)f[Ol ( |Sl(t)| i>l/)(t)dt 4.4)

It means that Uw « is bounded from MI’(O‘1 H(RY) x MK,2, A2 2(R%) to MK (RY)

On the other hand, we suppose that U;% is bounded from MK, “1 1(R?) x

y,s
M ngz; 2(RY) to MK, g;l (RYHand quJ? has the operator norm
|| ‘IJS MK“lAl(Rd)xMK“ZAZ(Rd)eMK“’l(Rd)
_°<1_i+/11 d
Let fik) =Ix| ™ @, xeR (4.5)
d
X) = |X _OCZ_E-MLZ, X ERd (46)
2(x) = |x|
1
(- +/1 )
”lek”Lq1=<fzk—1<|x|s2k lx|" @ Cdx ) 4.7)
1
_ 2—k(o<1_/11) (Sd(z(ml_ﬂ"l)ql—l))lh
B q1(x1—41)
a
212
where S; = —.
‘T rd

A simple computation gives

1

1
4 (SaC17A)a1 1)\ a1 1 71
1filly s ey = 24 ()" () (4.8)

Similarly, we obtain

1 1

) Sq(2(X2=42)92 _1)\q2 1 72
fallygazza ray = 2 ( )" () 49

qz2(xz—42)

For x=o¢; +x;, A = 4; + A, and ==+ wehave
q q1 92

U2 (Fi f2) () = [ o fu(51 (D) (52 (D) (D) dt

=|x|‘°‘_5”f[01( s (O >1,b(t)dt

Hence
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(lvgz o nel,)

D
q
= [ oz 00|
R4
14
d 2 d ! !
= [ | | (1_[ s (t)r“i‘ﬁ”i)w(t)dt dx
Rd [0,1]" Ni=1
p
-] v gy | f (1_[ s (D1 )w(t)dt
2k—1<|x|<2k
= grkteenn (WETN | ( Ly Is: @1 )w(ﬂdt

Since o¢; =, = % X,p1 =D =2p,q1 = qy = 2q and 44 + A,= %/1, we have

l
” Uz’g (f1, f2) ” = SUpy, ez 2—kol (Zzi_wzk“p ” U2,§ (o )X ”i’q)p

MEZ}RY)
() 1 1
oA (Sa@EPI-1)\a 1 \p
=2* (=) (55)" o ( L s " )w(t)dt
The above gives
> t t)dt
” 1PS MK“lAl(Rd)xMKaZAZ(Rd)ﬁM ,';“(Rd) f (1_[ |Sl( )I )lp( )
Since U¢§ is bounded from MI’(I[‘;‘lq1 (RY) x MK;;;ZZ(R‘{) to MI'{,‘,’fg;l(Rd), we know
that (4.1) holds and
|| lIJS MKalll(Rd)XMKazlz(Rd)%MKal(Rd) f (n Isl (t)l )lp(t)dt

The proof of the theorem 4.2 is general of the proof of theorem 4.1, so I omit it.
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TOAN TU PA TUYEN TiNH HARDY-CESARO
TREN CAC KHONG GIAN KIEU HERZ

Tém tdit: Muc dich ciia bai bdo nay la nghién ciku tinh bi chan ciia todn tir da tuyén tinh
Hardy-Cesaro trén tich cdc khong gian ham kiéu Herz.

Tir khéa: Todn tir da tuyén tinh Hardy - Cesaro cé trong; Khéng glln Hliz; Khong glln
Morrey-Herz.



36 | TRUONG BAI HOC THU B8 HA NOJI

APPLYING LINEAR RELATIONSHIPS IN VECTOR SPACES
TO SOLVE THE PROBLEM CLASS ABOUT INCIDENCE
IN PROJECTIVE SPACE

Hoang Ngoc Tuyen
Hanoi Metropolitan University

Abstract: This article mentions some fundamental concepts and crucial results of linear
algebra as well as linear combination, linear span, linear dependence, etc. in vector
space and how to use them as an effective tool to determine “the incidence” to affirm the
relationships between m-planes in projective space... in projective geometry.

Keywords: space, m-plane, linear combination, linear span...
Email: hntuyen@hnmu.vn

Received 28 March 2019
Accepted for publication 25 May 2019

1. INTRODUCTION

The initial object of Linear Algebra is solving and arguing linear equations. However,
in order to have a thorough understanding of the condition for solution, as well as the
family of solution, one gives the concept of vector space and this concept becomes the
cross-cutting theme of linear algebra. Vector space, then popularized in all areas of
Mathematics and has important applications in the fields of science such as Physics,
Mechanics ...

One is particularly interested in a model of concept, which is the n-dimensional
arithmetic vector space. In this model, each vector is identical to an ordered number set of
n components:

oe K" < a=(x,..x,).

Linear combination, linear dependence, Vector space generated by vector system ...
can be used as a tool to solve a class of problems to confirm the relationship between

points, lines, m - plane in P" = (X, 7, V")

2. SOME PREPARED KNOWLEDGE

We always assume K is a field
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2.1. Vector space and linear relationships

2.1.1. Vector space
Set M is called a vector space on K if it is equipped with two operations:
(1) Addition vector:
VXV >V
" (0B ot

(2) Scalar multiplication:

. KXV->V

(a,q) > ao
These operations satisfy 8-axioms system so that:
- V is the Abel group for summation

- Scalar multiplication has a properties of distribution for scalar summation,
distribution for vector summation and has the property of an "impact"

- In addition, the scarlar mulitpication of vectors is standardized.
A vector space on K is also called a K-space vector.

Example:
Call K" ={(x,,...,x,)/ x; € K} a vector space with the two following relations:

(Xpsees X, ) ~ (Vpseens ¥, ) © A #0)€ R x; = Ay,

a(x,,...x,)=(ax,,...,ax,);ae K

K" is called the n-dimensional arithmetic vector space if K is a numerical field. K"
has many applications in different fields of sciences, especially when we use linear

relationships in K" to analyze the structure of the projective space.

2.1.2. Subspace of K !

Definition:

A non-empty subset L of K" is called the subspace of K" if it is closed to vector
summation and scalar multiplication.

The term subspace includes two aspects: first, L is a part of K" ; second, operations in
L are the operations that apply to all vectors of K"

The word definition is easy to deduce:
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e All subspace L contains vectors — zero O, =(0,...,0)

Indeed, Vare L We have: O, =0ce L

e All vectors € L, Its opposite vector also belongs to L

Indeed, —a=(-1)axe L
Example: L, ={0,},L, =K,L, = K*,L, =K’ are subspaces of K" (n>3)

2.2. The linear relationship

2.2.1. Linear combination and linear representation

In space K" (fixed n), let m vector: &,...,, (D

> m

Take a set of any m numbers a,,...,a,, and set up the sum: a, &, +...+a,&, (2)

m%m

Definition 1:

Each sum (2) is called a linear combination of vectors in the system (1). The numbers
a.(1=1, ..., m) are called coefficients of that linear combination.

From the vectors of the system (1), we can create a multitude of linear combinations
(each set of coefficients a,,...,a, corresponds to a linear combination of them) and each
linear combination of System (1) is an n-dimensional vector.

A set of all linear combinations of given n-dimensional vectors ¢,,...,&, called linear
closures of the &,..., &, vectors

We see now:

The sum of two linear combinations of n-dimensional vectors &,...,&, is a linear
combination of those vectors:

(a0, +..+a,a )+bo,+..+b )

=(a,+b)a, +...+(a, +b,),

® The product of any linear combination of dimensional vectors &,...,&, with a

number b is also a linear combination of the vectors:

The above two comments show:
blaoy+...+a,0,)=(ba)o, +...+(ba, ),
Theorem:

A set of all the linear combinations of the given vector n-dimensions &,...,&, is a

m

subspace of K" space.
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If symbol S = (&,...,&,), space of linear combinations of S denotes LS or <S >

L= <S> ={a,0 +...+a,a, /a e K} is also called space generated by S (or S is the
linear span of space L)
Definition 2:

We say vector & denotes linearly through vectors &,...,&, If and only if there is a

linear combination of &,,...,&, with vector &. That is, there are numbers ¢,,...,&, such

m

that:
og=aqQq +..1ta,&,
In particular, if vector & represents linearly through a vector £, ie & =a/ (fixed
number a), we say & and [ are proportional to each other.
Example:

With &,,...,&, any n-dimensional vectors, there are always:
0,=0a, +..+ 0,

The linear combination in the right side (All coefficients equal to 0) is called trivial
linear combination (or trivial constraint in the mechanical sense) of vectors ¢,...,&,, .

Thus:

e In zero vector space O, represent linearly through any system (at least by trivial
linear combination)

e In addition to O, other vectors of space have or do not have represent linearity

through the vector @,...,&,, system.

e If all vectors of space are represented by the system &,...,(, , then this system is

called the linear span of space.

2.2.2. The linear dependence

Let the system include m n-dimensional vectors: &,,...,&, (1)

m

When considering the relationship between the vectors, we call them an vector system.
The term "vector system" is synonymous with "Set of vector" if the system does not have

any two vectors are equal.
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Definition 1:

We say vector system (1) is linearly dependent if and only if m number a,,...,a, not

equal to O at the same time so that:
ad +..+a,0, =0, 3)
Conversely, if the equation (3) is satisfied only when g, =...=a, =0 then we say that

system (1) is linearly independent.

The concept of linear dependence of an vector system can be viewed from the
perspective of linear representation of the zero vector system O, through the vectors of

that system.

As mentioned, zero vector represent linearity through any system (at least by mediocre

linear combination). The question is: In addition to the trivial linear combination of vectors
(1), is there any other linear combinations by O, vector?

The answer is:

e [f so, the system (1) is linearly dependent

e [f there is no, ie the mediocre linear combination is the only linear combination

equal to O, then the system (1) is linearly independent

From concepts: linear representation of a vector through a system and linear

independence of the vector system, if S = (&,,...,&, ) is a linear independent vector set and
vector & represents linearly through S, then representation is unique.

Moreover, S is linearly independent if and only if S has a vector that is a linear
combination of other vectors.

Difinition 2:
The vector set S = (¢,...,&,) of the K" space is called the basis of K" if S is a linear

independent linear span in K" .

Example:

Episode S =(¢,(1,0,0);e,(0,1,0);¢,(0,0,1)) is a base in K= {(xl,xz,x3) / x; € K}
Indeed:

* (x,X,,X;) = x,€, +x,6, + x5, So S is the linear span.

e Besides: a,(1,0,0)+a,(0,1,0)+a,(0,0,) =0, < a, =a, =a, =0.
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Show that, S is linearly independent
We can easily see:

® Every other space with trivial space has many base. But the force of the base is
equal. For the finite linear span, number of vectors in each facility called dimensional
numbers (or dimensional), which is the index (integer positive) measured "magnitude" of
space. For example, in addition to the aforementioned S facility (also called a natural

basis), set S’ = (e (1,1,0); 1, (1,0,1);,(0,1,1)) also forms an nternal base in K® and
dim(K’) = 3.
¢ The following statements for an S vector system are equivalent:

S is a linear span and linear independent < S is the minimum linear span < S is the
maximum linear independent system.

The above statements are different but have the same assertion: Episode S is the basis

in K" . Another question arises: With such statements, what is the nature of the concept of
"Base"?

Answer: All vectors of space denote sole through S!
That is, if S = (&, ..., &) is the base, each vector &¢€ K" corresponds to a unique set
of numbers (X,,...,X,) satisfying the expression:
a=x0+..+xa 4)
Thence, the concept of vector coordinates is stated as follows:
Difinition 3:
The set of numbers (X,,...,X,) satisfying the system (4) is called the coordinates of

the vector ¢¢ in base S

In the above example:

o=xe +xe +xe S a=(x,x,x)(S)
3. PROJECTIVE SPACE

3.1. Difinitions

Suppose V"*' is the vector space (n + 1) - dimensional (n >0) on field K, arbitrary

set (X #P). We symbol [V”“] as a set of one-dimensional sub spaces of V"*',

meaning that each element of [V”“] is a one-dimensional subspace V' of V"*'. If there

are bijection
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At that time the triplet P" = (X, 7, V") is called a n-dimensional projective space

associated with V"' and is denoted by: P”"

. 1 .
Depending on V""" is a real or complex vector space, we have P" as real or complex
projective space.

In this article, only the actual projective space is mentioned

Thus, each point projective Ae P": A= E[Vl ] V= <05 % On+1> :
If V™' cV"™(0<m<n) then set [V’””] c X is m — plane projective of P"

Therefore:
e (- plane is also called point
e | - plane is also called line

® (n-1) - plane is also called hyperplane

Suppose X' = ﬂ'[V’”“} is m - plane, then the bijection 7”: [V’"”J — X’ induced by
7. Thatis: 7°'=7/ [V’”“]. Then (X',z",V"™") is also m-dimensional projections space,
denoted by P".Wehave: P" =(X ,z7",V"")
3.2. Models of projective space

F2 1. Arithmetic model

Consider an ordered real number set of n numbers (a, b, ¢ ...) in which at least one

number is different from 0. Two sets of numbers
(Xpsees X)) =~ (Vs V) ©FA£0)eR:x, =y, 5 i=1...,n+1

The set of numbers mentioned above will be divided into equivalent classes. We call
X the above set of equivalence classes.

V™ s the (n + 1) - dimensional vector space, on which the base (S) has been
selected. Bijection 7 is defined as follows:

z:[V”“JaX

Suppose V' cV"V! =<El-‘/—'0 > and Zl=(x1,...,xn+l)|S. Then 7z (V') is the

n+l
equivalent class represented by (X,,....x ;). Thus (X,7z,V"") is the projective space

called the arithmetic model of P"
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F2.2 Model bundles

. +1 . 1
In an afin space A"" formation of vector space V""

select an arbitrary O point. Let X
be a straight line of center O. If V'is a one-dimensional subspace of V"*' then 7(V') is a

straight line.

We have bijection:

Then (X,7,V"™") is called a bundle model of n-dimensional projective space. In this
model:

e Each line of the bundle represents a point (0 - plane) projective.

e Each afin plane defined by two distinct lines of a bundle denotes for a straight line
(1 - plane) projective,

e Each projective plane (2 - plane) is represented by three straight lines of the center
of center O that are not in the same afin plane.

Point C is located on the "projective straight line AB". Above "ABD projective plane"
with the "projective straight line AB, BD, AD". From this model, the set of projecting
points belongs to the same projective line as a "closed" set. Point C is in line AB, if C
moves in the direction from A to B and does not change direction, after passing B, it will
return to the old position (Figure 3.2.2). That is the difference between straight lines and
straight lines afin projective. From the closed nature of the straight lines AB, BD, AD we
can imagine the closure of the "ABC plane".

Hinh 3.2.1 Hinh 3.2.2

223 The afin model afier adding endless elemernts

Let A" be the (n + 1) - dimensional afin space associated with vector space |74

n+l

which is a hyperplane has direction of V" < V""" We consider the sets:

?:Nuﬁq

Bijection 7:[V""' | - A" Defined as follows:
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Let the fixed point O in A™ not

belong to A" . Suppose V' c V™! M-,
e If V' ¢ V" then there is only M /0

point, M € A" OMeV' g
Weput z(V')=M
e If V' V" weput 7(V')=M_ ( |

M is meeting poit of parallel lines in /

A" with the same V' direction, often Fig 3.2.3

called infinite point)

Thus, 7 is a 1-1 correspondence between the set of straight lines belonging to bundle
the center O with the points of A". So we have n-dimensional projective space
(Z",E,V"“) , called an afin model with additional infinite elements.

3.3. Projective coordinates and projective goal
231 Vector represents a porrnt

As mentioned in (3.1). P" = (X,z,V"™"),in V" each vector & # O, ,, will produce
a subspace V' = <Ot> and (V') = A. Then, vector ¢ is called vector representing for A
point. With number k#0: V' :<a>:<ka>, Thus, each projecting point has many
representative vectors, & and [ the same represents for A if and only if @ =k 8

A system consists r of points (M,,...,M,)c P" is called independent if their

represent vector system is independent of V"™ Nhu vay:

¢ Independent point system (M ,,...,M ) c P" identify a (r —1) - plane

e In P", want an independent points r: then r <n+1
Suppose in V"*' chose a facility (S)=(e,,....e,.,), &=(X,....x,,;)(S). Then, the

coordinates of A=(x,,...,X,,,) for establishments (S).

With fixed (S), in P" we call A are the points that receive the vectors

e;i=1,...,n+1 is representative.
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We have: A, =(1,0,...,0,0)
A, =(0,0,...,0,1)
Point E, there is vector representing e, init e=¢, +...+¢,,, and £ =(1,1,...,1,1)

A set of n + 2 points in order is constructed as above, called a projective target

(AGE),i=1,..,n+1
e A is called the ith peak of the target
¢ E is the unit point

If a=(x,...x,)(S), then A=(x,,...,x,,,) for the goal (A;E). It should be
noted that, in n + 2 points of the target (A ;E), Any n + 1 points are independent.

Example:

On the P! projective straight line, the goal is a set of three distinct points of alignment
(A, A,,E) . The coordinates of any X point belong to P': X =(x,,x,) for the given goal.

Ai(1,0) Ax0,1) E(1,1)  X(x1,x2)

Fig 3.3.1

In the P’ projective plane:

A;(1,0,0)
projective goal is a set of four points, in
which any three points are not along a
. . X (x1,x2,X3)
straight line (A, A,, A E). .
With any X point of P*, We have its
coordinates  for the  given  target:
X =(x,%,,x3)
A3 (0,0,]) AZ (0,1,0)
Theorem:
Fig 3.3.2

In P"=(X,z,V""), each goal (A;E)

there are many representative bases, those base are homothetic.
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That is, (S)=(e,,....e,,,) and (S")=(e],...,e.,,) together represent (A;E) if then

only if there is a k # 0 number such that ¢, = kei';i =1,..n+1

4. USE LINEAR RELATIONSHIP TO SOLVE SOME PROBLEMS OF
PROJECTIVE GEOMETRY

Problem 1.

In P° with projective goal for the last two distinct points A, B coordinates
A=(a,,a,,a,),B=(b,b,,b;) meanwhile, the equation of the line AB will be determined
as follows:

Point X € P*: Suppose X = (X,,X,,X;).

The vectors representing X, A, B in turn are x,a,b

By A# B — rank(a,b) =2

Xe AB s xe <(a,b)> =V? & (x,a,b) is linearly dependent

al bl xl
Sla, b, x,|=0 (%)
a; by x
Developed according to column 3, we have the equation of AB with the form:
ux, +u,x, +ux, =0 with u,u,,u; is the determinant of level 2 in the development of

3
(*) and Zuf 20
i=1

Problem 2.

In the P’ projective space, prove that if
two triangles ABC and A'B'C’ have
straight lines through the corresponding
vertices AA’,BB’,CC’ at point S, the
intersection of the corresponding pairs of
ABNA'B'BCNB'C,ACNA'C’ is on
the same straight line (Desargues Theorem)

¢ Coordinates methods:

Let P, Q, R be the above corresponding
intersections. P, Q, R are on the same line
when and only when defining their

coordinate matrix:
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P P, D3
9 49 43|= 0
h L L

Choose a projective rational goals, we try to find the coordinates of the intersection P,
Q, R. If you choose to target: (A, B, C, O). We have:

O,A,A” are on the same line, A'= (x;,Xx,,x;) should exist (A,u) satisfy:
[A"]=A[O]+ u[A] with A, u#0

X, 1 1| [A+u
X |=A|1|+u0|=| 4
X, 1 0 A

Can choose A=1;A+u=a; a#1. Then, the coordinate A" has the form:
A =(a,1,])

The similar: B'=(1,b,1); C'=(,1,¢) ; b,c #1

Equations of AB: Xx; = O should line AB with coordinates: [0,0,l]
Equations of A’B”: (1-b)x,+(1—a)x, +(ab-1)x, =0
should line A’B’ with coordinates [1 -b,1—a,ab—- 1]

Because the {P} = ABN A’B’ so coordinate P satisfies the system:

{ x,=0

(1-b)x,+(1—a)x, +(ab—1)x, =0

Solve the system of equations we have: P =(a—1,1-5b,0)
The similar: Q =(0,1-b,c—1) and R=(1-a,0,c—1)
det[P,Q,R] =0= P,Q,R are on the same line.

Reviews:

The solution to problem 1 using the coordinate method is presented briefly and quite
simply (if choosing a reasonable goal). However, the calculation volume is quite
cumbersome (due to arguments to establish and solve three equations)
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We can overcome this disadvantage if we use linear relationships of the set of vectors -
representing the set of points to have a simple and concise solution. This idea comes from

an "equal" relationship that is different from an isomorphism between V™! and P".
e Call the representative vectors of O,A B,C,A,B,C’ respectively:

s,a,b,c,a’,b’,c’

(a,a’);(b,b");(c,c”) pairs are linearly independent in V>

According to the beginning of the post, because
{0}=AANBB'NnCC' = <s> = <(a,a')> N <(b,b')> N <(c, c')> (intersection of super
plane produces 1-plane).

Therefore: s =aa+a'a’= b+ b’ =yc+y'c

From the above linear representations we deduce:

aa— b= f'b'—d'a’ = p (representing P intersection point)

Pb—yc=y'c"— b =g (representing Q intersection point)

Yc—oa = —}/c’ + a’a’ = r (representing R intersection point)

On the other hand, because: p+qg+r=0,, three vectors are linear, so
(p.g.r)cV’

That is, P, Q, R are on the same line.

Problem 3.

In a full four peaks, two crossover points
located on a diagonal split conditioning
intersection of diagonal pairs that with a pair

of edge passing third cross point.

Suppose ABCD is a shape with four total

vertices. Three cross points: P, Q and R
s [P,OM,N]=-1.

The two crossover points P and Q divide /
P

the conditioning point of the intersection of
the PQ diagonal with the pair of edges

Fig 4.5

passing through the third cross point R
s [P,OM,N]|=-1
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In P> = <A,B,C,D> We choose the target (A, B, C, D).

Then: the base represents the selected target (e;,e,,e;) V> links and

e, =(1;0;0),e, =(0;1;0),e, = (0;0;1),e = (1;1;1) represents A, B, C, D respectively
The straight line AB has an x; =0 equation so P =(x,,x,,0)

On the other hand, P, D, C are collinear so their vectors are all in the same space V2.

That is, they establish a linear dependency in v?

x x, 0
Thus: det| I 1 1|=0 or x;, =x, should P =(1,1,0)
0 0 1

Similarly, we can calculate Q =(1,0,1); M =(2,1,1)and N =(0,1,—1)

Since then the linear representations of the representative vectors in V? are:

m=p+
P o [P,OM,N]=-1
n=p-q
5. CONCLUSION

The article concerns the relationship between two vector space objects of Algebra and
the projective space in Geometry. Exploiting some results from the relationship between
the elements of vector space as the basis for the corresponding relationship between flats in
the projective space because of a strong connection tight: Each projective space P" has a
space of vector V'™ asa background and they are bound together by the bijection 7. The

n+1]

corresponding term is an isomorphism between two sets of X and [V - the set of one-

. . 1
dimensional subspace of V"
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MOI LIEN HE TUYEN TINH TRONG KHONG GIAN VEC TO
UNG DUNG GIAI CAC BAI TOAN VE SU LIEN THUQC
TRONG KHONG GIAN XA ANH

Tém tdt: Bai viét nay dé cdp t6i mot sé khdi niém cing nhitng két qud quan trong ciia Pai
s6 tuyén tinh nhuw Té hop tuyén tinh, hé sinh, sw phu thudc tuyén tinh... trong Khong gian
véc to va sir dung chiing nhir mot cong cu hitu hiéu dé giai mét 16p cdc bai todn “Xdc
dinh sy lién thuéc” nham khang dinh moi quan hé giita cdc m - phang trong Khéng gian

xa anh P" ciia Hinh hoc xa anh.

Tir khéa: Khong gian, m - phdng, 16 hop tuyén tinh, hé sinh...
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1. INTRODUCTION

In this work, we consider the solution of the mGRLW equation
up + Uy + euPuy — Py — Buyye = 0, ey
X € [a,b],t € [0, T], with the initial condition
u(x,0) = f(x),x € [a,b], )
and the boundary condition
u,(a,t) = 0,uy(b,t) =0

Uyx (8, 1) = uygy(b,t) =0 3)
uxxx(a’ t) = uxxx(b: t) =0,

where g, 1, B, p are constants, u > 0,8 > 0, p is a positive integer.

The equation (1) is called the modified generalized regularized long wave (mMGRLW)
equation. If p =0, the equation (1) is called the generalized regularized long wave
(GRLW).

Equation (1) describes the mathematical model of wave formation and propagation

in fluid dynamics, turbulence, acoustics, plasma dynamics, ect. So in recent years,
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researchers solve the GRLW and mGRLW equation by both analytic and numerical
methods.

In this present work, we have applied the septic B — spline collocation method to
the mGRLW equations and GRLW equations. This work is built as follow: in Section 2,
numerical scheme is presented. The stability analysis of the method is established in
Section 3. The numerical results are discussed in Section 4. In the last Section, Section 5,

conclusion is presented.

2. SEPTIC B - SPLINE COLLOCATION METHOD

The interval [a, b] is partitioned in to a mesh of uniform length h = x;,; — x; by the
knots x;,i = 0, N such that

a=Xy<x4 < <Xy_1 <Xy =Dh

Our numerical study for mGRLW equation using the collocation method with septic

B-spline is to find an approximate solution U(X, t) to exact solution u(x, t) in the form

UG t) = Zi5 8, (0B (%), “)
B;(x) are the septic B-spline basis functions at knots, given by [4].

( (X —%i—4)”, Xj_g S X< X3
(X —Xi—a)” —8(X —Xj_3)", Xi_3 S X< Xj_;
(X = Xj—4)” = 8(x —Xi_3)7 + 28(x — X1_2)", Xj_» S X < Xj_4
(X —%i—4)” — 8(X —Xj_3)" + 28(x — X;_)” —
) —56(x — %)% X1 <X <X
Bi(x) = F< Kiva = %) = 8(Xjp3 —X)7 + 28(Xj42 — %) — 56(Xj1 — %), ®)
Xj £ X < Xj41
Xiga —X)7 = 8(Xip3 = %) + 28(Xiy2 — X)), Xjy1 S X < Xjyp
Kia —X)7 = 8(Xip3 = X)7, Xiyz < X < Xjy3
Kigs = X)) Xigz S X< Xjyg
\ 0, X <Xj_4 UX> Xjsy-

Using (4) and (5) we have
U(Xi, t) = Ui = 81_3 + 12081_2 + 119181_1 + 241681 + 11918i+1 + 1208“_2 + 81+3
U’y =2 (=813 — 568;_, — 2458;_1 + 2458;,1 + 568, + Siya)

U"; = 55 (81— + 248;_5 + 158,_; — 808; + 158, + 2481, + Bia).

(6)

Using the finite difference method, from the equation (1), we get
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(u B Buxx)n+1 B (u B Buxx)n
At

Ui '+ Uy

—p=——==0.

un+1 + un N (ux)n+1 + (ux)n
2 2

+e(uP )" (u)"

(7
We take the collocations points with the knots and use equation (6) to evaluate
U;, U;, U;” and substitute into equation (1). Equation (7) reduces to

am 80L + 2, 80tY + ap 60t

+ am4(S mt + am56 +1 + am68?n-l-+12 + am7(S

= bm18m-3 + bm20m-2 + bm3dm—1 + bmadm + bmsOi+1 + bmeSm+2 + bmz8m 43,

where
am1 = A + KQpy
am = A, + 120KQ,,
ams = Az + 1191KQ,,
ams = A, + 2416KQ,,
ays = Ag + 1191KQ,,
aps = Ag + 120KQ,,
ms = A7 + KQp
bm; = B; —KQp
by, = B, — 120KQ,,
bns = B3 —1191KQ,,
bns = By — 2416KQ,,
bns = Bs —1191KQ,,
bme = Bg — 120KQ,,
bm; = B; —KQp,
with
( A =1-M-14L, ( B;=1+M+L;L;
A, =120 — 56M — 24L,L, B, = 120 + 56M + 24L,L,
A; = 1191 — 245M — 15L,L, B; = 1191 4 245M + 151, L,
X A, = 2416 4+ 80L, L, X B, = 2416 — 80L,L;
Ac = 1191 + 245M — 15L,L, B: = 1191 — 245M + 15L,L,
Ag =120 + 56M — 24L,L, B = 120 — 56M + 24L,L;
\ A, =1+M-1L;L,, \ B, =1—-M+L;Ls,
and
M= Z—A;,K= T Qm = Un)P " (U
Li == L= uAt"‘BLs =

hz'

2

®)
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The system (8) consists of N+ 1 -equations in the N+ 7 knowns
(8—37 6—2; ) 8N+2J 8N+3)T'

To get a solution to this system, we need six additional constraints. These constraints
are obtained from the boundary conditions (3) and can be used to eliminate from the
system (8). Then, we get the matrix system equation

A(8M)8"+! = B(5")8" +, 9)

where the matrix A(8™), B(6™) are septa-diagonal (N + 1) X (N + 1) matrices and r is the
N + 1 dimensional colum vector. The algorithm is then used to solve the system (9). We
apply first the intial condition

U(x,0) = 7% 87B;(x), (10)
then we need that the approximately solution is satisfied folowing conditions

( U(Xir 0) = f(Xi)
Uy(%0,0) = Uy(a,0) =0
Uy(xn,0) = Ug(b,0) =0

J UXX(XOJ 0) = Uxx(a' 0)=0

UXX(XNJ 0) = Uxx(br 0)=0

UXXX(XOJ 0) = Uxxx(a' 0)=0

UXXX(XOJ 0) = Uxxx(a' 0)=0

\ i=01,.., N.

(11

Eliminating 8%3,8%,,8%;, 8841, 88+, and 8%, 3 from the system (11), we get AS® =r
where A is the penta-diagonal matrix given by

1536 2712 768 24 0o .. 0
82731 210568.5 104796 10063.5 0 0

81 81 81 81
9600 96597 195768 96474 bo 1 0 0

81 81 81 81
1 120 1191 2416 1191 120 1 0 0

A=

0 0 1 120 1191 2416 1191 120 1
0 0 L 10 96474 195768 96597 9600
81 81 81 81
0 0 10063.5 104796 210568.5 82731
81 81 81 81
0 0 24 768 2712 1536

and 8° = (89,8Y, ..., 82T, r = (f(xo), f(%1), ..., F(xn))T-
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3. STABILITY ANALYSIS

To apply the Von-Neumann stability for the system (6), we must first linearize this
system.

We have
& = g exp(iyjh),i = v-1, (12)
where v is the mode number and h is the element size.

Being applicable to only linear schemes the nonlinear term UPUy is linearized by
taking U as a locally constant value c. The linearized form of proposed scheme is given as

p18n+1 + p25n+1 + p35n+1 + p45n+1 + p55f1++11 + p68?++21 + p75?++31 =
P16 3 + P28, + P'38iL1 + Pu8] + P'sOi1 +P'6Sik2 + D783 (13)
where
p1 =1—Lg+ Lg, py =120 — 56L5 — 24Lg, p3 = 1191 — 245L5 — 16L,
ps = 2416 + 80Lg, ps = 1191 + 245L5 — 15L¢, pg = 120 + 56L5 — 24L,
p; =1+ Ls — Lg,
p't =1+ Ls+Lyp', =120 4 56Ls + 24L,,p’, = 1191 + 245Ls + 15L,,
p's = 2416 — 80L,,p'; = 1191 — 245L5 + 15L,,
p's = 120 — 56Ls + 24L,,p’, =1 —Ls + Ly,

7(1 + ecP)At 42 pAt 42 pAt
Ly = =, Ls = 7 (o + B)Ly = 17— B)
Substitretion of &' = exp(iyjh)§", into equation (13) leads to

§[p1 exp(—3ihy) + p, exp(=2iyh) + pz exp(—ivh) + p,
+ ps exp(3iyh) + ps exp(2ivh) + p; exp(ivh)]
= p’, exp(—3ihy) + p’, exp(—2iyh) + p’, exp(—iyh) + p’,
+ p’s exp(3iyh) + p’s exp(2iyh) + p’; exp(iyh). (14)
Simplifying equation (14), we get
A, —iB
‘=t
It is clear that C? > AZ%. So |§] < 1.

Therefore, the linearized numerical scheme for the mGRLW equation is
unconditionally stable.
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4. NUMERICAL EXAMPLE

We now obtain the numerical solution of the mGRLW equation for some problems.
To show the efficiency of the present method for our problem in comparison with the exact
solution, we report L, and L, using formula

Lo = max;|U(x;,t) — u(xy, t)],

L, = (th(xi,t) - u(xi,t>|2> ,

1

where U is numerical solution and u denotes exact solution.

Three invariants of motion which correspond to the conservation of mass, momentum,
and energy are given as

b b b
I, = f udx, I, = f (u? + Bud)dx, I3 = f uP*+2dx.
a a a

When u = 0, = p(p + 1) we get the exact of the GRLW is

2p 2 4/ B(c+1)

u(x t) = "\/M sech? [9 < (x—(c+1)t) — xo].

Using the method [8], we find the exact solution of the mGRLW is

2

D) = N 3 sinh(kx + wt + X,) + 5 cosh(kx + wt + x,)|)P
b =P 3 cosh(kx + wt + x,) + 5sinh(kx + wt + x4)|) ’

1
8Bu(p+2)

1
8Be(p+4)

where p = (OLB(p2 +5p+4+(p+ 1)A2)),k = (—aB(p+4) +A,),

© = ria A = VB + DCBp +4) - 8u7].

The initial condition of equation (1) given by

2
3 sinh(kx + xq) + 5 cosh(kx + x,)])P
fx) =4p|1+ - .
3 cosh(kx + x,) + 5 sinh(kx + x;)
We take p=4,e=p(p+1),u=0,=1a=0,b=100,x, =40,At = 0.01 and
At =0.01,h =0.1and h = 0.2, t € [0, 20]. The values of the variants and the error norms
at several times are listed in Table 1 and Table 2.

In Table 1, changes changes of variants I; X 10%1, X 10° and I3 X 10* from their
initial value are less than 0.3, 0.5 and 0.7, respectively. The error nomrs L, Lo, are less
than 1.096651 x 1073 and 0.638539 x 1073, respectively. The plot of the estimated
solution at time t = 0, 10, 20 in Figure 1
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Some Approximation Graphs of Exact Solution

— y1=U(x,0)
—— y2 =U(x,10)
— y3 = U(x,20)

0.5 1

0.4

Figure 1. Single solitary wave with
p=4,c¢c=0.03 xy =40,
t=0, 10, 20.

0.3 A

U(x,t)

0.2 4

0.1 4

0.0

X

From Table 2, we see that, changes of variants I; X 102%,1, X 103 and I3 X 10* from

their initial value are less than 0.3, 0.9 and 0.7, respectively. The error nomrs L,, L, are
less than 1.064872 x 1073 and 0.638539 x 1073, respectively.

Table 1. Variants and error norms of the GRLW equation with p = 4,
e=plp+1,u=0=1,a=0,b=100,x, = 40,At =0.01,h = 0.1,t € [0,20]

t 0 5 10 15 20

I 5.946800 5.947515 5.947215 5.946512 5.944454

I, 1.400709 1.400942 1.401176 1.401410 1.401647

I3 0.015532 0.015550 0.015566 0.015581 0.015596
L, x 103 0 0.574290 0.805070 0.938071 1.096651
Lo X 103 0 0.282476 0.274554 0.308184 0.638539

Table 2. Variants and error norms of the GRLW equation with p = 4,
e=plp+1,u=0=1,a=0,b=100,x, = 40,At = 0.01,h = 0.2,t € [0,20]

t 0 5 10 15 20

I 5.946800 5.947856 5.947540 5.946768 5.944769

I, 1.400709 1.400942 1.401176 1.401411 1.401649

I3 0.015532 0.015550 0.015566 0.015581 0.015596
L, x 103 0 0.471979 0.738460 0.888661 1.064872
Lo X 103 0 0.237987 0.239144 0.308184 0.638539
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To get more the variants and error norms, we choose set of parameters with p = 3,
B=1,a=0,b=100,xy =40,At =0.01,h = 0.1 The variants and error norms are
calculated from time t = 0 to t = 10. The variants and error norms are listed in Table 3.

Table 3. Variants and error norms of the GRLW equation withp = 3,

e=pp+1),u=08=1a=0b=100x, = 40,At = 0.01,h = 0.1,¢ € [0,10]

t 0 2 4 6 8 10

I 3.677552 3.681204 3.684933 3.688736 3.692620 3.696589

I, 1.565741 1.572597 1.579622 1.586813 1.594182 1.601743

I3 0.203546 0.206558 0.209518 0.212565 0.215760 0.219117
L, x 102 0 0.348156 0.836246 1.569786 2.596696 3.938000
Lo X 102 0 0.245211 0.515165 0.931261 1.498778 2.215615

In this table, we get, the changes of variants I;, I, and I3 from their initial values are
less than 0.02; 0.04 and 0.006, respectively. The error nomrs L, and L, are less than
5.242345 x 107* and 0.602344 x 107%, respectively.

Now we consider the mGRLW equation (1).

We take p = 2,6 = 3000, =2,u=1,a=0,b=100,%x, = 40,At =0.01,h = 0.1
and 0.2. The variants and error norms are calculated from time t = 0 to t = 20. The variants
and error norms are listed in Table 4 and Table 5. In this Table 4, we get, the changes of
variants I; X 102 from their initial values are less than 0.8. The error nomrs L, and L, are
less than 0.160044 x 1072 and 0.039648 x 1072, respectively. The plot of the estimated
solution at time t = 0, 10, 20 in Figure 2.

Table 4. Variants and error norms of the mnGRLW equation withp = 2,
£€=3000,u=1,8=2,a=0,b=100,x, =40,At =0.01,h =0.1,t €[0,20]

t 0 5 10 15 20
I 0.039434 0.037359 0.035418 0.033446 0.031473
I, 1.555021 0 0 0 0
I3 2418091 0 0 0 0
L, x 10? 0 0.064293 0.107546 0.136128 0.160044
Lo X 102 0 0.037985 0.039514 0.039643 0.039648
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Some Approximation Graphs of Exact Solution
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— yl = U(x,0)
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Figure 2. Single solitary wave with
p=2,=3000,=2,u=1,a=0,
b =100,x, = 40,At = 0.01,h = 0.1

Table 5. Variants and error norms of the mGRLW equation withp = 3,a = 2,

Table 5. Variants and error norms of the mGRLW equation withp = 2, = 3000,y = 1,

B =2,a=0,b=100,x, =40,At = 0.01,h = 0.2,¢t € [0,20]

t 0 5 10 15 20
I 0.039434 0.037597 0.035693 0.033726 0.031752
I, 1.555021 0 0 0 0
I3 2.418091 0 0 0 0
L, x 102 0 0.064293 0.102215 0.131923 0.156537
Lo X 102 0 0.035594 0.039155 0.039531 0.039578

In this Table 5, we get, the changes of variants I; X 102 from their initial values are
less than 0.8. The error nomrs L, and L, are less than 0.156537 x 1072 and 0.039578 x

1072, respectively.

For the purpose of illustration of the presented method for solving the mGRLW

equation, we use parameters p = 3 with € = 3000, =2,a=0,b = 100,x, = 40,At =

0.01,h = 0.2. The results are listed in Table 6.
The plot of the estimated solution at time t = 0, 10, 20 in Figure 3.

From from these tables, we see that, the error norms L,, L, are quite small for present

method.
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Table 6. Variants and error norms of the mnGRLW equation withp = 3,
€=3000,u=1,8=2,a=0,b=100,x, =40,At =0.01,h = 0.2,t €[0,20]

t 0 5 10 15 20

Iy 0.672549 0.641225 0.608753 0.575188 0.541528

I, 0.004523 0.004225 0.003970 0.003720 0.003473

I3 0 0 0 0 0

L, 0 0.010966 0.017433 0.022500 0.026698

Lo 0 0.006071 0.006678 0.006742 0.006750
S. CONCLUSION

In this work, we have used the septic B - spline collocation method for solution of the

mGRLW equation. We tasted our scheme through single solitary wave and the obtained

results are tabulaces. These tables show that, the changes of variants are quite small. So the

present method is more capable for solving these equations.

REFERENCES

S. S. Askar and A. A. Karawia (2015), “On solving pentadiagonal linear systems via
transformations”, Mathematical Problems in Engineering, Vol. 2015, pp. 1 - 9.

S. Battal Gazi Karakoga, Halil Zeybek (2016), “Solitary - wave solutions of the GRLW
equation using septic B - spline collocation method”, Applied Mathematics and Computation,
Vol. 289, pp. 159 - 171.

H. Che, X. Pan, L. Zhang and Y. Wang (2012), “Numerical analysis of a linear - implicit
average scheme for generalized Benjamin - Bona - Mahony - Burgers equation”, J. Applied
Mathematics, Vol. 2012, pp. 1 - 14.

D. J. Evans and K. R. Raslan (2005), “Solitary waves for the generalized equal width (GEW)
equation”, International J. of Computer Mathematics, Vol. 82(4), pp. 445 - 455.

C. M. Garcia - Lospez, J. I. Ramos (2012), “Effects of convection on a modified GRLW
equation”, Applied Mathematics and Computation, Vol. 219, pp. 4118 - 4132.

C. M. Garcia - Lospez, J. I. Ramos (2015), “Solitari waves generated by bell - shaped initial
conditions in the invicis and viscous GRLW equations”, Applied Mathematical Modelling,
Vol. 39 (21), pp. 6645 - 6668.

P. A. Hammad, M. S. EI — Azab (2015), “A 2N order compact finite difference method for
solving the generalized regularized long wave (GRLW) equation”, Applied Mathematics and
Computation, Vol. 253, pp. 248 - 261.

B. Hong, D. Lu (2008), “New exact solutions for the generalized BBM and Burgers - BEM
equations”, World Journal of Modelling and Simulation, Vol. 4(4), pp. 243-249.



TAP CHi KHOA HOC - SO 31/2019 | 61

9.

10.

11.

12.

13.

14.
15.

16.

17.

18.

19.

20.

S. Islam, F. Haq and I. A. Tirmizi (2010), “Collocation method using quartic B-spline for
numerical solution of the modified equal width wave equation”, J. Appl. Math. Inform., Vol.
28(3-4), pp. 611-624.

A. G. Kaplan, Y. Dereli (2017), “Numerical solutions of the GEW equation using MLS
collocation method”, International Journal of Modern Physics C, Vol. 28(1), 1750011, pp. 1 -
23.

M. Mohammadi, R. Mokhtari (2011), “Solving the generalized regularized long wave equation
on the basis of a reproducing kernel space”, J. of Computation and Applied Mathematics, Vol.
235, pp. 4003 - 4014.

R. Mokhtari, M. Mohammadi (2010), “Numerical solution of GRLW equation using sinc -
collocation method”, Computer Physics Communications, Vol. 181, pp. 1266 - 1274.

E. Pindza and E. Maré (2014), “Solving the generalized regularized long wave equation using
a distributed approximating functional method”, International Journal of Computational
Mathematics, Vol. 2014, pp. 1 - 12.

P. M. Prenter (1975), “Splines and Variational Methods”, Wiley, New York.

T. Roshan (2011), “A Petrov — Galerkin method for solving the generalized equal width
(GEW) equation”, J. Comput. Appl. Math., Vol. 235, pp. 1641-1652.

T. Roshan (2012), “A Petrov — Galerkin method for solving the generalized regularized long
wave (GRLW) equation”, Computers and Mathematics with Applications, Vol. 63, pp. 943 -
956.

M. Zarebnia and R. Parvaz (2013), “Cubic B-spline collocation method for numerical solution
of the Benjamin - Bona - Mahony - Burgers equation”, International Journal of Mathematical,
Computational, Physical, Electrical and Computer Engineering, Vol. 7 (3), pp. 540 - 543.

H. Zeybek and S. Battal Gazi Karakoca (2017), “Application of the collocation method with B
- spline to the GEW equation”, Electronic Transactions on Numerical Analysis, Vol. 46, pp.
71 - 88.

L. Zhang (2005), “A finite difference scheme for generalized regularized long wave equation”,
Applied Mathematics and Computation, Vol. 168, pp. 962 - 972.

J. Wang, F. Bai and Y. Cheng (2011), “A meshless method for the nonlinear generalized
regularized long wave equation”, Chin. Phys. B, Vol. 20(3), 030206, pp. 1 - 8.

PHUONG PHAP COLLOCATION VOI B - SPLINE BAC 7
GIAI PHUONG TRINH mGRLW

Tém tdt: Trong bai bdo nay, nghiém sé cia phicong trinh mGRLW sé tim dwoc duwa trén
co so phuong phdp moi sw dung co s B — spline bdc 7. St dung phwong phdp Von —
Neumann hé phwong trinh sai phdn on dinh vo diéu kién. Thudt todn dwoc voi song don
dioe dp dung gidi mét s6 vi du. Két qua sé chitng 16 phwong phdp dwa ra hitu hiéu dé
gidi phuong trinh trén.

Tir khoa: Phuong trinh mGRLW, spline bdc 7, phwong phdp collocation, phwong phdp
sai phan hitu han.
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1. INTRODUCTION AND PROBLEM

The level of elementary students is the beginning of intellectual development for
children. At this level of schooling, students have been familiarized with mathematical
concepts through simple math problems. In fact, these concepts are taken from the theory,
the rules at the higher education levels. In some of that knowledge, we want to introduce
the theory of combinations. Combination is an area that has been studied quite early and is
interested in many fields of science. In this paper, we illustrate a deep understanding of this
theory which is important in teaching some elementary math form.

2. CONTENTS

2.1. Preparation

To present some applications combinatorial theory to teach maths for primary teacher,
we repeat some of the most basic knowledge about this concept.

2.1.1. Permutation of a combination

Give set A has n elements (7 > 1). When arranging this n elements in a certain

order, we get an element of a new set and is called a permutation of set A.
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The number of elements of the set A has n elements are denoted and defined by the
formula

Pn =1x2x3x..xn=mn!

Example 1.1. A table has 5 students, changing their seat position arbitrarily, the
number of arrangements is the permutation number of 5 children. So, we can calculate

P, =5!=120.

2.1.2. Concepr of combination

Give set A has n elements and integer k£ withl < k < n . Each subset of A has k
elements called a convolution combination & of the set A

Thus, a convolution combination £ of the set A is the taking of the k elements of
this set regardless about the arrangement of the order of elements in it.

The number convolution combination k of the set A has n are denoted and defined
by the formula

|
ko n.
C=—F
k(n —k)!
Example 1.2. Give set A = {xl, T, xg}. Then, the convolution combination 2 of 3

elements of the set A are

{xl’%}?{xl’%};{xz’%}

So, the number of element of this set corresponds to the formula

3!
C:=—" =3
21(3-2)!

2.2. Some applications theory of combinations in teaching maths at primary
schools

One of the weaknesses of students who are trained to teach maths at primary school
often does not fully understand how to use advanced mathematical knowledge in solving
elementary problems. The following section below, we would like to illustrate the use of
combinatorial theory to find solutions and ways to present solutions to some problems of
this type in accordance with perceptions of students
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2.2. 1. Analysing some geomelry problems are applied combinatorial theory

Problem 1 [2, Problem 5 - page 42]. How many triangles below?

A

B / D\

We present the solution of this problem by solving the problem at a higher level

corresponding to the level of the students class 3 below.

Problem 2. How many triangles below ?

This is a problem for students class 3. Their perception is only intuitive, so counting

the triangles can result in missing triangles.

Understanding from advanced math, we can analyze the problem as follows

1. The straight line crosses GH or BC cuts two straight lines in a straight
centerline A forming a triangle. Thus, the number of triangles created by two straight lines
passing GH and BC' cuts the straight lines through point A are equality. Therefore, we

only need to count the triangles created by the line passing through BC' and multiply
by 2.

2. From the straight line of centerline A, two straight lines with the straight line

passing through BC' create a triangle. So the number of triangles created here is the

convolution combination 2 of 3 straight lines in the beam, it means C ; =3
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3. The number of triangles are 2 X C' § =6

The guide for students class 3

1. The straight line crosses GH or BC' cuts two straight lines from A forming a
triangle. Thus, the number of triangles created by two straight lines passing GH and BC
are equality. Therefore, we only need to count the triangles created by the line passing
through BC' and multiply by 2.

2. Matches point B in turn with point £’ and point C' we get two triangles. Then
we match F' with C' to get a triangle. Thus, the straight line passing through BC' creates

three triangles and so the number of triangles in the picture will be 2 X 3 = 6 triangles.

Problem 3. In the plane give 2018 distinguishing points, in which there are no three
points in line. How many straight lines does we get from those points ?

Understanding from advanced math. Through two distinguishing points we get a

straight line. So, the number of straight lines are created by 2018 points is the convolution
combination 2 of 2018, it means 022018

The guide for students

1. Numbering points in order from 1 to 2018.

2. Point 1 connects with the remaining 2017 points we get 2017 straight lines.

3. Point 2 connects with the remaining 2016 points we get 2016 straight lines.

4. The same as above point 2017 connects with final point 2018 we get 1 straight

lines.

9. So, the number of the straight lines are

2017+2016+...+2+1:M:2035153

Problem 4 (Exams for National Violympic Math 5 in 2013). Teacher paints
quadrangle ABCD . Then, teacher takes point F outside quadrangle A BCD . When
we connect five points A; B;C'; D; E together, we get three quadrangles get four in five
points A; B;C;D;FE to do the top. How many triangles does get three in five points
A;B;C;D; FE to do the top ?
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2.2.2 Analysing some arithmetic problems are applied combinatorial

In this section, we introduce some of the applied problems of combinatorial theory in

finding solutions.

Problem 5 [1, Example 1.1 - page 7|. Give four numbers 0,1,2,3. How many

different four digit numbers from these four numbers ?

Problem 6 [1, Examplel.2 - page 9]. Give numbers 0,1,2,3,4 . From these five
numbers

a) How many four digit numbers ?

b) How many four digit even numbers are there in which the hundreds digit is 2 ?

Problem 7 [1, Problem1 - page 20]. Give five numbers 0,1,2,3,4 . How many
different four digit numbers from these five numbers ?

Problem 8 [1, Problem 2 — page 20]. How many different three digit numbers ?
Know that

a) Digits is odd number ?

b) Digits is even number ?

3. CONCLUSION

In this paper we present some applications of combinatorial theory in finding solutions
and methods of presenting solutions in accordance with the level of elementary students.

4. THE PROPOSED

For pedagogical students they do not understand the meaning of combinatorial theory
in teaching some elementary problems. Therefore, we need to apply the above research
results so that teachers can guide students have appropriate solutions.
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UNG DUNG Li THUYET TO HQP
TRONG DAY HQC TOAN TIEU HQC

Tém tit: Trong bai bdo niy, chiing toi trinh bay img dung Iy thuyét 16 hop trong viéc gidi
mot $6 bai todn bdc tiéu hoc. Thong qua do, gido vién co thé dinh hudng cho hoc sinh
cdch gidi va cdch trinh bay 161 gidi phit hop véi ddc diém va te duy ciia hoc sinh tiéu hoc,
g0p phan néng cao chat lrong day va hoc.

Tir khda: T6 hop, img dung Iy thuyét t6 hop.
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1. INTRODUCTION

As well known, there are many convincing evidences that 80% of the matters in the
universe is composed of dark matters (DM).

In several extensions of the Standard Model, radion or u-boson is postulated [1-5].

On the other hand, the Randall — Sundrum (RS) Model is one of the attractive
condidates to solve the gauge hierarchy problem in the standard Model Many works have

been done on the phenomenological aspects of radion in various colliders [6-9].

As we well known, Bhabha scattering is among the key processes in particle physics.
Recently, the authors have presented the results of the SANC group on the complete one-
loop calculation of the electroweak rediative corrections to Bhabha scattering with
polarized beams [10].

Very recently, we have investigated unparticle effects on Bhabha scattering [11] and
on axion-like particles production in e'e” collisions [12]. In this paper, we investigate

virtual radion effects via Bhabha scattering.
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2. RADION EXCHANGE AND CROSS SECTION

In this cestion, we will derive a formula for the cross-section of the process presented
in Figure.2, which shows on of the possible processes, where a radion may intermediate a

creation of e'e” in the e’e scattering.

Fig 1. Feynman diagram for Bhabha scattering via radion and photon

The amplitude for this process is given by
.2 2
e’ (8, = 49,9, Im)— .
=5 u(p))iey"v(p,)
’ ey

vk, Y u(k)u(p) y*v(p,),

M =v(k,)iey"u(k,)—

q’—m

- /m]
g B 9 o)
q —m,

From this, we get

=31 2(pk))(p,k,) +2(pk,)(pok,)
(g"—m,)

_qm_kzz [(p1k1 )ap,)+(gp,)(p,k) —2(p, p,)(qk, )]

u

_Z/l_kzl [(plkZ )ap,) +(gp,)(p,k,)— 2(P1P2)(qk2)]

u

kik 2 kl kz 2
21 [ 2(ap)ap,) — (pip2)g }+2—(q ’;(f )[Z(qpl)(qu)—(plpz)q ]

* (kk ,
~L8E) o apiapy) - (pupa” ) )

u

In center of mass frame, four-moments of particles are defined
kl = (E7k)7k2 = (E’_k)7 pl = (E’ P)’ P2 = (E,_P)
and S:(kl+k2)2:(p1+p2)2=q2=4E2.

Where S is the center of mass energy.The differential cross-section can be obtained as
follows.Neglecting the mass of electron, we have
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detet s
|M|2:% 1+cos2t9+i2 ,
(g —m,) m,

So, the differential cross section can be obtained as follows

do a’ets (

2
m

u

= 1+cos’ O+—— |
dQ  4(q"—m))

where

Therefore, the total cross section is

oo XFE's (4 5
¢ —m\3 )

Finally, from (4) and (5) we get

1+cos20+i2

do m,
cdQ (4 s j
dr| —+—

3 m

u

Numerical results and discussions

Let us now turn to the numerical analysis. We take e =107, m, =10 GeV

As input parameters.

In Fig.2 we plot the do
odQ

has a minimum for cos@=0.

odQ

do x 107
gda 800 T T T T T T T T T

7.95

7.85

7.80

7.75
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Cos 6

with respect to c0oS 8.

Fig 2. The 22
odQ

3)

“4)

®)

(6)

with respect to cos@. As we can observer from Fig.2 the
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Table 1. The do at different cos @
odQ

cosé -1.0 | 08 | 06 | -04 | -0.2 0.0 02 | 04|06 | 08 | 10

d
%(xloz) 7.959 | 7.958 | 7.957 | 7.957 | 7.956 | 7.956 | 7.956 |7.957|7.957|7.958 |7.959
(o)

In the figure 3, we plot the differential cross sections and the toatal cross sections as a
function of /s for cos@=1
x10™*

d:
= (fo) : ' ' r
880

870

860

850

840

830

820

500 1000 1500 2000
Vs (Gev)

Fig 3. The variation of j—g as a function of \/E for cos@=1

As we see from the Figure 3 that the radion effects quickly go down as+/s becomes

larger.

In the following, we give the numerical values of the differential cross section with
radion effects in Table 2.

Table 2. The differential cross sections with radion effects for cos @ =1 at different energies

Js Gev 500 | 650 | 800 | 950 | 1100 | 1250 | 1400 | 1550 | 1700 | 1850 | 2000

do

O_dQ(x102) 5.195|5.191 | 5.190 | 5.189 | 5.188 | 5.188 | 5.187 | 5.187 | 5.187 | 5.187 | 5.187

For the next step, we give the numerical values of the total cross-sections with
radion effects at different energies in Figure 4 and Table 3.
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Fig 4. The variation of O as a function of \/E .

So, direct computations have showed that the total cross-sections should be about
0.006-0.007 fem to barn.

Therefore, in the range Vs =500GeV to 2000GeV the total cross-sections are slightly

different.
Table 3. The total cross sections with radion effects at different energies
\/; GeV 500 650 800 950 1100 | 1250 | 1400 | 1550 | 1700 | 1850 | 2000
O'XIOS(ﬂ?) 6.5266 | 6.5230 | 6.5213 | 6.5203 | 6.5197 [ 6.5192 | 6.5190 | 6.5188 | 6.5186 | 6.5185| 6.5184

3. CONCLUSION

Our results are attractive because of possible connection to radion. We hope that future

experiments will confirm the existence of radion.

A
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ANH HUONG CUA RADION LEN TAN XA BHABHA

Tom tdt: Trong bai bdo nay chiing téi xem xét cdc tin hiéu cia hat radion qua tdn xa
Bhabha. Cdc két qua ddanh gid sé chi ra tiét dién tdn da toan phan véi anh huong ciia
radion la khodng 0.62-0.65 pb. Piéu nay la quan trong cho viéc tim kiém radion va cho
viéc do riét dién tdn xa cua tdn xg Bhabha.

Tir khéa: radion, tdn xa Bhabha
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1. INTRODUCTION

Nowadays, with modern techniques in crystal culture, many material systems have
been created with nanostructures. Low-dimensional system structure not only significantly
changes many properties of materials, but also appears many new physical properties
superior compared to conventional three-dimensional electron systems. Electrons and their
vibrations are distorted because they become low-dimensional and low symmetry.

One of the methods for making quantum wires is to create alternating thin
semiconductor layers. These semiconductor classes have different band gaps. Then by

etching such as chemical corrosion, corrosion of plasma, we have a quantum wire.

There have been many authors studying on quantum wires in the world. Longitudinal
optical oscillations (LO) and electron transfer rate are calculated in [5, 6], the electron
scattering rate in rectangular quantum wire in [1-4] etc... In semi-conductive material
polarized conductors (Polar-semiconductor), electrons mainly interact with longitudinal
optical phonons. But the energy interaction between electrons and phonons in quantum

wires has not been studied much.
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So this paper will focus on calculation of energy interaction between electrons and

longitudinal optical phonons in GaAs/AlGaAs polarized semiconductor quantum wires.

2. CALCULATIONS

2.1. Oscillations in a quantum wire
Here the cylindrical coordinate system was applied
[V +k’u" =0 (1)

Where u" was denoted as longituadinal oscillation

2 2 2
(1 J a—+i J —+k2ju =0

ror or’ r’og’ 97

(2)
The solution of the equation (2) was written as follows:
u”(r,0,2)=Au'" (r).e" e 3)
Put (3) into (2) we have:
9’ (L) 14 u® u® (L) 2. (L)
—ur(r)+— (r)— (N-q, () +k>u”(r)=0 4)
or ror
Due to differential equation (4) has only r variable so we have:
2 2
“_uP(r)+ liu‘“(r){—f”—z—qj +k§ju<“(r) =0
rdr r
q; =k; -q," = (0, -@") 7 -
2 1 d p2
—u PP+ ——uP+|q -= [uP () =0 5
e i R ORI L T (r) (5)
Put x . =q,r, equantion (5) changes into
2 2
L+ L)+ 1-Lou ()= 0 (6)
dx ps ps x ps ps

J,(%,) 1n the solution to the modified Bessel’s equation is referred to as a modified
Bessel function of the first kind.

The second material area, the solution of the second region is Hankel function

H,(x,)=7,(x,)+iN,(x,.)
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For the first material area, the solution was:
u®(r,9,2)=AJ (X, )e" " e

Longituadinal Optical (LO) mode satisfies the condition:
[Vau]=0

In cylindrical coordinate system

[V.u] :%{i w Y (r,,2) —a%(ruw(“ (r,o, z))} €, +[a%ur(“ (r,,2) —%uz(“ (r,o, z)}.ew +

dg

19/ w _9 w —
+r{ar(ru¢ (r,(p,z)) a(pu, (r,p,z) |.e,=0

)

The axial unit vectors are linearly independent for each other so from (7), we obtain

the following system of equations:

aa—(puz(L) (r,p,2)— ra%u«)(” (r,,2)=0

u,”(r,@.z) +r%u¢(”(r, (p,z)—%ur(“(r, ¢,2)=0

®)

With some calcultion we obtained the equation for the ion displacement of the LO

mode in the quantum wire as follows:

1L__iq1 ' ip9 iq,z _—iat
u; —q—Asz (gr)e™ e e
z

w_ P ipp iq,z —iot
u, ——AzJp(q1r)e e
I’qz

1L __ ipp iq,z —iat
u-=AJ, (gr)e™ e e

(€))

For the second material area, the motion equation for the node is also satisfied as for

region 1. At the same time, the Hankel function with the derivative is completely similar to

the Bessel function, so we have:

2L__iq2 ' ipp iq,z —iwt
u; _—Azsz (qzr)e e'le

¥4
I 4 A H ( ) ipp iq,z it
u, =——A, H (Qr)e"e e
l’qz

uX=A, H, (Qyr)e e e

(10)
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2.2. The dispersion equations
Applying continuous boundary conditions that is the perpendicular velocity

component ie the direction of r continuously and the pressure at the interface is continuous.

Let g= '81 where 3, 3, sound velocity parameters in the material area 1, 2. p;, p2

B

denote mass density in the area of material 1,2. If we let:

Alz = A(l)’ A2z = A(z);; = &
P

Applied the continuous conditions of pressure at the interface, we have

1L 2L
=V. 11
r=R, u r=R, ( )

Put equations (9), (10) into (11), we obtained:

V.ulL:lul,L(ra¢’Z)+iu (r ¢’Z)+liu (7’ ¢’Z)+iu (r,¢,z)
r ar 8(0 aZ

V ulL

2 2
_ A0 )9 g q : p ipp i,z it
g, = —IA {q_sz(% ) qu1€0 (@R {—quoz +qz}1p(q1R0)}eweq e

Do the same for the second area we have:

2

V.ll2L :_l-A(Z) H (qu )+ q2 H ) (q2 0) { j|H (qu ) lM’ iq, ‘e —iot
qz qZRO z 0
from (11) one gets
— 2 } . 2
ﬁz \/;A(l) {& Jp (quO) + qk J P (quO) - |:T Jp (qu )
qz z°0 z° 0

{qz » Wk R)) - »(GRy)

ﬂ\fA(”{q‘J (q,R))+ %, (4 R)— {
q q,R

z° 0

}J (q,R)) ¢ =

(12)

z

A% g R+ 2 H (@QR,)- { }H(R)}
{qz % q,R, P quo %

From the continuous velocity conditions, we put the expressions (9) and (10) into

1/2 1L

pl l'lr

1/2 2L
pZ r r=R, (13)




78 | TRUONG BAI HOC THU B8 HA NOJI

Then taking the simple derivative and transformation, we have:

1 . .
__A(l)qr]p (qRy) - A(Z)qu »( @Ry = 0 (14)

5

from (12) and (14), we have a equation system as below:

0 0

2 2
ﬁz\/;Aﬂ) (% J,(q,R) +q:1—;e J,(q,R,) —{# +q, } J, (quO)j —

0 0

2 2
—A® (% H;(quO)Jrq%H',,(quo)—[q;z +qz}Hp(q2Ro)j =0 (15)

1 . ,
ﬁAmql‘]p (q,Ry) - A(Z)qu »(RR) =0

From equation (14), we have:

A(l)ql',}l, (q,R,)

AD =
GH (@R p
4/, @R,)
@H (@R )P
It leads to
AD — A0,

For the equation (15) to have a non-trivial solution, its determinant must be zero ie:

%J;(%Ro)"‘ 3_ ILI;;<qlzRo>+ql"';eo H (R~
132\/; Zq p2 _ z p2 z
+——J (qR)-|—— +q, |/ ,(q,R) —| ——+q, |H,(q, =0
gk, {quo } a {quo q} (@A)
1. ,
_qIJp(quO) _qup(quo)
7

Use the properties of the Bessel function and transform, we have the dispersion

expression for the (LO) mode as follows:
PU,(& ~@)] (R)H ,(@,R) =0, (% —&")H (,R))] ,(@,R,) (16)
Applied (16) for a quantum wire GaAs/Al,Ga,,As with parameters as followings:

 =292.8cm™; @ =095m; B =473x10°ms™; B, =1.068; p=1.11
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For mode p=0, the quantum wire with radius R,=100 A, 150 A, the dispersion curves

were shown in Fig.1a and Fig. 1b, respectively.

a)

b)
0.98+ — 0.98
] 0.97-
0.96- —_—
] 0.96
0.94 - T 0.95-
EN _0.94] S—
E ] T 2
0.92 £ 0.93.
0.90 — 0.92-
] 0.91-
0.88 T T T T T T T T T T 1 0.90
01 2 3 4 5 6 7 8 9 10 11
a,Rg . For mode p=0, Ry=100A° 01 2 3 4 5 6 7 8 9 10 11

a,Rg, for mode p=0, Ry=150 A°

Fig 1. The dispersion curves of the quantum wire with radius R, 150 A (a) and 100 A (b).

As can be seen from Figure 1, in the wire with radius R,=100 A, the phonon energy is
quantized and separated into 5 energy levels farther apart. In the wire with radius R,=150

A, the energy is separated into 7 close levels.
2.3. Potential interaction
LO oscillation generated electric field which was calculated by the formula:
E=—grad¢ (17)
In the our situaion, electric field was written as below:

E=—p,u" (1)

Where O . denote bulk charge density in material area i, u’" denote equations in (9),

(10). In cylindrical coordinate, grad¢ can be written as:

grad¢=er%+e l%+e % (19)

or rop °oz
From (17), (18) and take note of (19), we have:
%, 139 9,

e,———+e, —L=pu"

¢ or “rde ‘oz (20)
i=12

Put equation (9) into (20), we obtained equations for area 1
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% — A(1)p01 l(;ieip(peiqzze—iwt];) (q,7)

or )

19¢, 0 P ipp g,z —ier

78_(; =—A /00176”%q e J ,(q,r) 21
aa_il =—AYp,e"e" e ] (q,r)

Taking integrals and transformations we have the potential interaction for the material
area 1 as follows:

i ] iq,z _—iot
¢ =A"p, o r@neretie @2)

z

Completely similar, we can calculate the interaction potential for material area 2 as

follows

i i iq,z —iwt
%, =rpozA“>q—Hp<q2r>e”’e e (23)

z

2.4. Hamilton interaction

We determine Hamilton's interaction between electrons and phonon in the form of
Frohlich:

H_ =—e¢ (24)
Put equation (22) and (23) into equation (24), we have a Hamiltonian equation as
follows:
—eAp,, L L(qr)e et ie™ {Ef + &} khi <R,
H,, = - (25)
—eA1p,, L H (q,r)e™e e {Ef + &} khi r>R,
q,
i Pt (qr)O(R,—1)+ | ,
H, =-¢ L e (R, =r) ee e {Ef +c7}
q, | +10,,H ,(q,")0(r - R,)
(26)
0 when r> 0 when r:
o(R, ~r) = %, o(r—R,)= <5
1 when <R, 1 when r>R,
If we let

L= _eAqL[p(an (q1’”)0(R0 - r) +70,H, (qzr)e(r R, ):I et e
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Hamiltonian interaction equation will be:

H, =-Za" +a} (27)

2.5. Interaction energy between electrons and LO
Energy expression
E=E"+E"+E? +....
We limit our consideration to the quadratic effect of energy as the fundamental energy.

According to the perturbation theory, we have

E" =(0, 0,0)

1nt

(28)
Where

, > is the fundamental status decribed electrons in lowest energy level and

there is not any phonons with m =0, n=1, k, =0:

,0)=[0) = 1 J,Xa (29)

0
T Qo WRZL Ry
Put (27) into (28), we obtained:
ED —_ <
0 s

0)=~(0,0|Za"|0,0)={0.
~{0.0Z1.0)-{0.

Energy regulation in quadratic approximation

0)
0)=0

2
k.q >‘
2) _ mt
E, _Z E(O) —_E®

|0.0) Ik.1>

(30)

Xét |k,1> is the status where electrons in status with m, n, k, and 1 phonon in the

status p,s,q, that contributed into E\* . So the equation (30) becomes to

k1>’
EéZ) — Z int (31)
E\if)?» Eyl.
,0)=|K) . Put (27) into (31), one can get:
g vl B Lkl e
’ 0 0 0 0 0 0
@% %L G B 5

It is easy to see that the first term of (32) is zero. The second term becomes to
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Z\< 0,0| Zalk.1>[ Z\< 0,0]Zk,0 >
Eyo =B T By~ By
So (32) can be written as follows:
2
<0,0/Zk,0>|
EP =Y | (33)
Eo) ~ B
T =|<0,0/Zk,0>| (34)
’]" X o X 2
Poi | JTo(E2r) T, (B2 )T, (P22 r)rdr +
T _( 2eA jz " 0 ’ R, R, R,
kR, (o) F @
270 I(XOI) m+l1 (an) +Tp02 J. ‘,O(h r)Hm(x—ms r)Jm (M I‘)?‘dr
Ry R, R, R,
Where
(af),, = (- @)B7 -k
(i3) =(a- @)B7-K:
Electron energy in a quantum wire can be expressed as below:
21,2 2,,2
P S Ly (34)
T om" 2m RO2
Electron energy in the fundamental status is
0 _ hzxal (35)
o) Dy R02
Electron-phonon energy at status |k, 1>
2y,2 24,2
2m* R, 2m* 2
With
2 2 2 2 12
o-{or-a(ai)_ ) @

If we let denominator of equation (33) be MS
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J— th% hz 2 2 h 2 2 2 2 12

MS = m + 2m*R02 (an _X()1)+E{w1 - :61 |:(q1 )mn +kz:|} (38)
We can get the energy regulation as follws:
X y X 2
o j To(C g, (e, (R ryrdr +
[ 2eA j R, R, R,
k R’J J @
z70 I(X()l) m+1(an) +Tp()2'[‘]()(xm I")H (x—ms I”)J (an I")l"dl"
R, R, R, R,
ESZ) = Z 72K2 12

m,n,s,k,

2m;+2m*R02 (an_xm) { -B? [( ) n+kﬂ}l/2

Finally we have the interactive energy of the electron and phonon in the quantum wire

__ % D T
2 >X<R2 m,n,s hzk% hz 2
T 2m*R (X0 —%3) { B [(ah), v ]}

Thus the energy of the electrons in the quantum wire is quantized and depends on the

k, vector of the electrons along the Oz axis and the radius of the wire.

3. CONCLUSIONS

We have sussesfully calculated the displacement of the lattice nodes in the quantum
wire. Thereby building Hamilton's interaction between electrons and phonons in quantum
wires and calculating dispersion expressions. Drew dispersion curves for modes p = 0 and
wire with radius of 100 A and 150 A. Constructing an energy expression that interacts
between the electron and the longitudinal optical phonon in polarized semiconductor

quantum wires.
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NANG LUQNG TUONG TAC GIUA ELECTRONS VA PHONON
QUANG DQC TRONG DAY LUQNG TU BAN DAN PHAN CUC

Tém tit: Trong bai bdo nay chiing téi tinh 6 dich chuyén ciia mit mang trong ddy leong
tw, tu do xdy dung Haminton twong tdc gitta cdc dién tir va pho non trong cdc day luwong
tir va tinh biéu thirc tdn sdc. Vé dwoc dwong cong tdn sic cho mode p = 0 va ddy véi bdn
kinh 100 A va 150 A. Xdy dung biéu thirc tinh ndng lwong twong tdc cia dién tir va LO
trong day lieong tir bdn dan phan cuec.

Keywords: Phonon quang doc, biéu thirc tdn sdc, day lwong tit, ham Hamilton.
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probability are equal to one. In the opposite case, the analytical expression of the
minimal averaged controller’s power is calculated. Furthermore, the dependence of the
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powerful are pointed out.
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1. INTRODUCTION

Quantum entanglement [1] that has been recognized as a spooky feature of quantum
machinery plays a vital role as a potential resource for quantum communication and
quantum information processing. Quantum teleportation (QT) [2], which was firstly
suggested by Bennett et al.,, is one of the most important applications of shared
entanglement for securely and faithfully transmitting a quantum state from a sender to a
spatially distant receiver without directly physical sending that state but only by means of
local operation and classical communication. After the first appearance of QT, this method
has not only attracted much attention in theory [3] but also obtained several significant
results in experiment [4]. As an obvious extension of teleportation scheme, two modified
versions to be established are remote state preparation (RSP) scheme [5 -10] which the
sender knows the full identity of the to be prepared state and joint remote state preparation
(JRSP) scheme [11-18] which each sender allowed to know only a partial information of
the state to be prepared. In RSP, the sender completely knows the information of the state,
while in QT, neither the sender nor the receiver has any knowledge of the state to be
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transmitted. The catch of RSP is that the full identity of the prepared state is disclosed to
the sender, who can reveal the information to outside. To overcome this drawback, joint
remote state preparation, was proposed. In JRSP, the information of the initial state is
secretly shared by two or more senders, located at distant sites, in such a way that none of
the senders can know the full. In contrast to general RSP, in JRSP, the receiver can
remotely reconstruct the original state only under the collective cooperation of all the
senders. As a matter of fact, JRSP protocols are probabilistic with probabilities of less than
one.

However, for practical purposes, it is often required to control the overall mission.
This can be accomplished by the present of a controller in the protocol, who at the last
moment decides ending of a mission after carefully judging all the related situations.
Controlled joint remote state preparation [19] (CJRSP) have been studied. The controller,
to be able to perform his role, has to share beforehand with the senders as well as the
receiver a quantum channel which is general considered as a maximal entangled state.

In this paper, we use a partially entangled quantum channel but in case the controller
agrees to cooperate, both protocols are perfect (the average fidelity and success probability
are equal to unit). The problem of the role of the controller in the task is dedicated. What is
the role of the controller in preventing unwanted situation from happening such as the
receiver exposes information. This question is not considered in Ref. [19] but will be
answered in our paper by virtue of quantitatively calculation of power of the controller in
various situations. The results show that if the controller doesn’t cooperate, i.e., he does
nothing, the receiver cannot obtain with certainty a state with quality better than that
obtained classically.

2. CONTENT

2.1. The working quantum channel

Suppose that Alice 1 and Alice 2 are in a task to help the Bob remotely prepare an
arbitrary one-particle state under control of controller Charlie, the arbitrary state can be
expressed as

|I|I>=cosg|0>+singei‘p|l>, (1)

in which 0,@ are real.

To manipulate the task of CJRSP, we use the partially entangled state as the quantum
channel

|Q(B)),,., =—=(sinB|0111)+cosp|1111)—[1000))

; 2)

1234

Sl
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which can be generated from the GHZ state

Li®Lj®Lj®1)

1234

1
|GHZ>1234 = 2_1/22( -1 )j
=0

as follows
|Q(B))1s = R (B)CNOT, R, (-B)[GHZ),,,, . 3)
where CNOT,; is a controlled-NOT gate acting on two-qubit as
CNOT,, = H, ® H,CNOT,,H, ® H,

with CNOT,,

k, l>12 =

kk®1), and H|x)=(1/v2)(|0)+(-1)[1)). R,(B) is a
rotation gate acting on a single-qubit state as
R, (B)|K), = cos(B/2)|k), —(—1)"sin(B/2)|k®1),.

In this nonlocal resource, Alice 1 holds qubit 2 and the information about 6 , Alice 2 holds
qubit 3 and the information about ¢, Bob holds qubit 4 and Charlie holds qubit 1. This

state is characterized by angle § whose values to be known by only the controller. We are

now in the position to employ the above-listed quantum channel for our purpose.

2.2. The controlled joint remote state preparation of an arbitrary qubit state

In order to realize the controlled joint remote state preparation of an arbitrary qubit

state, our protocol is performed by four steps as follows.

In the first step, the Alice 1 acts on her qubit the unitary operator

U(G)— cosO/2 sin©/2
| sin®/2 —cos@/2)

“4)
then she measures her qubit on the basis {|k),;k e {0,1}}.

In the second step, depending on the result of the Alice 1, the Alice 2 exerts different
operators on her qubit. If the Alice 1 obtains the result O and announces them to the Alice

2, respectively, the Alice 2 will apply to her qubit the unitary operator

0 1 (1 €°
Vz”(<p)=$(l _eem,) (5)

If the Alice 1 obtains the result 1 and announces them to the Alice 2, respectively, the

Alice 2 will apply to her qubit the unitary operator

| 1 (e 1
Vé)(cp)=$(_ee@ J. (©)
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Similar to the end of step 1, qubit of the Alice 2 is then measured in the basis
{|l>3 ile {0,1}} .

In the third step, because controller Charlie knows the value of P, he rotates qubit 1

by an angle —p around the y-axis, then measures this qubit in the computational basis
{|m>1 ‘me {0,1}}.

In the fourth step, soon after the measurements of the sender Alice 1, Alice 2 and the
controller Charlie, if both Alice and Charlie communicate with Bob via reliable classical
channels about their measurement outcomes, then Bob can obtain the state by applying the
recovery operator on his qubit 4. The correct recovery operator differently depend on the
quantum channels used. For our protocol we have been able to work out explicit and
compact formulae for the recovery operation. These operators have form as

Rklm — szk®l®m. (7)

In the above recovery operators @ stands for addition mod 2, while

X—O1 8
Z—IO 9
o -1) ©)

which are written in the qubit’s computational basis {|O> ,|1>}.

and

Because Bob always obtain the original state by using these recovery operators, so the
total success probability and the fidelity of our scheme are one. It thus appears that the
partially entangled state can implement the CJRSP as well as the maximally entangled
state

2.3. Analysis of controller’s power

We know that, Charlie is the controller and he has the decision role whether the task
should be completed or not. So, he can permit to stop the task if the senders and the
receiver are unreliable. Depending on the participation of Charlie, the fidelity of the task
can be obtained unit. Now, let us compute the fidelity of this task without controller's
collaboration. The controller’s power is embodied in how much information Bob can
achieve without the controller’s help. If Charlie does not disclose his measurement results,

Bob’s state is a mixed one pgkl) (B, 9,(p) even with Alice’s result. The density matrix can be

computed by
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Pl (B.6.0) =Tx, (|w(B.6.0)) , (w(B.8.9)|). "o

where ‘\V(B, 6,(p)>14 is the state of Charlie and Bob’s qubits after the measurements of
Alice 1 and Alice 2.
The non-conditioned fidelity (NCF) of Bob’s state without Charlie’s help is

E, =(w[p!” (B.6.9)[w). (1
In order to calculate the NCF corresponding to random measurement results of Alice 1

and Alice 2. These fidelities are following

Fy, =cos*(0/2)+sin*(0/2)+2cos*(0/2)sin*(6/2)cosp,
E), =2cos*(0/2)sin*(0/2)[1+cos(2¢)cosP],

(12)
E, =cos*(0/2)+sin*(0/2)—2cos*(0/2)sin*(0/2)cosP,
F, =2cos*(0/2)sin*(0/2)[1—cos(2¢)cosP].
Then the average fidelity over all possible input states can be computed by
_ 1 2n T
R (B)=,— ! do { E, (B,6,¢)sin 6de. (13)

Substituting F, from Eqs. (12) into Eq. (13) and carrying out the integrations we

obtain the following results

_ _ 2
E, (B) =2L3°SB, F, (B) =—§°SB (14)
and
- - 1
= = . 1
F()l El 3 ( 5)

The measurements on particles 2 and 3 performed by Alice 1 and Alice 2 will project
the joint state of particles 1 and 4 onto one of the four possible states with equal probability

of 1/4. To assess quality of the whole protocol we calculate the average fidelity

- 1,2 = - - 1
F:Z(FOO+F01+F10+FH):§. (16)

The average fidelity calculated according to the Eq. (16) equal to the minimal average
fidelity of prediction [21]. From the Eqgs. (14) and (15), we can infer that the maximal
average fidelity is

| S :max{Foo,Flo}, (17)

ma:
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and the minimal average fidelity is

F. =—. (18)

The average controller’s power C [21] is defined as
C=1-F.
To limit the power of the controller, after hearing the results of measurements of Alice
1 and Alice 2, Bob can use appropriate operators on qubit that he holds so the average

controller’s power is as small as possible. As receiver Bob doesn’t not know the value of

B so that the control power of the controller is minimum when the average fidelity is

maximal
Cmin = min{coo’clo}’ (20)
with
Cy = 1_1_:00’ Cyp= 1_1_:10' (21)
3 .,." B o®
$' L4
" .
“‘ f'
1 ‘_‘— "
3 \_“ "
. o .
C 30
3 5 20

Figure 1. The dependence of the minimal average controller’s power (_:00, and 610,

Eq (21), on the angle 0. The horizontal line at 1/3 represents the classical limit
of the averaged controller’s power

At that point, we notice that the best value of the fidelity that can be obtained only by
classical means is equal to f:\l, =2/3 [20, 21]. This means that the minimal average

controller’s power should be C_, =1/3.

Figure displays the dependences of C_. on [3. Figure shows that: If B#7/2 and

n

B#3m/2, then between the two values of C,, and C,,, one is bigger than 1/3 and the

other is smaller than 1/3. However, the receiver can’t recognize which value is smaller

because he has no idea about the value of 3 (only the controller knows 3 ). In summary,

(19)
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in controlled joint remote state preparation protocol, if we choose the value of § which
satisfies the conditions B# /2 and B #3mn/2, the receiver will never recover for sure the

desired state having the average fidelity higher than the classical value.

3. CONCLUSION

In conclusion, one protocol for controlled joint remote state preparation is proposed.
This protocol considered is perfect as both its fidelity and total success probability are
equal to one, despite the partial entanglement. The controller’s power in the controlled
joint remote state preparation is evaluated. Furthermore, we analyzed the dependence of
the averaged controller’s power on the parameter of the quantum channel and point out the
values of the parameter of the quantum channel to the controller is powerful. The study
joint remote state preparation of a two-qubit state under control of a controller via a set of
partially entangled quantum channels would be proceeded.

Acknowledgments: This work is supported by the Vietnam Ministry of Education and
Training under grant number B2018-SPH-48.
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QUYEN LUC CUA NGUOI PIEU KHIEN
TRONG PONG VIEN TAO TRANG THAI LUQONG TU
MOT QUBIT BAT KI CO PIEU KHIEN

Tém tdt: Trong bai bdo nay chiing téi nghién ciru dong vién tao trang thdi lwong tir ciia
mét qubit bat ki ¢ dieu khién qua kénh lwong tir roi riéng phan khong cuc dai. Bang
chién liege hop 1i, khi nguweoi diéu khién hop tdc, giao thire dong vién tao trang thdi lwong
1k la hoan hdo vi xdc sudt thanh cong va do tin cdy bdng mot. Khi nguoi diéu khién
khong hop tdc, chiing t6i xdy dung biéu thirc gidi tich quyén luc trung binh nhé nhat ciia
nguoi diéu khién. Tir biéu thirc quyén lyc trung binh nho nhat nay, sw phu thugc cua
quyén lyc trung binh nhé nhat theo tham sé cia kénh lwong tir da dwoc phan tich dé chi
ra mién gid tri cia tham sé ciia kénh lwong tir bao dam quyén liee cho nguoi diéu khién.
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APPLICATION OF ORIGIN SOFTWARE TO RESEARCH
FLUORESCE EMISSION SPECTRUM DAIA

Ho Xuan Huy
An Giang University

Abstract: In studying materials science, the instruments used for measuring fabrication
are: Micro-Raman oscillator, infrared absorption spectrum, absorption spectrum,
fluorescence emission spectrum. The received data from measurement systems is data
files. Researchers must process these empirical datas; and, show them through graphs to
determine the structure and characteristic properties of the material. Origin software is
used to graph, process data, match functions, find errors, calculate quantities.

In this paper, Origin is applyed to analyze samples and give some results about the
fluorescence spectrum of SiO,-Al,O; glass material, which is produced by Sol-Gel
method. The emission spectra of two widebands with a peak around 1533nm and
1550nm, corresponding to the I 130—> ‘I 152 transition.The principal emission intensity of
Er’* ion in a multi-component AI'* ionic glass at 1530nm is increased several times, the
width of spectrum is extended appreciably.
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1. INTRODUCTION

Materials science is an interdisciplinary field involving the properties of matter. It is
interested in electrical materials, electronic materials, nanomaterials, optical fiber
materials. The devices used for measuring fabrication are: Micro-Raman oscillator,
infrared absorption spectrum, absorption spectrum, fluorescence emission spectrum...The
results allow for studying the lattice structure, basal energy levels and the energy levels in
the ground state and the corresponding excited states of rare-earth ions.

During the implementation of scientific projects, researchers must process these
empirical datas; and, show them through diagrams to determine the structure and
characteristic properties of the material. There are many softwares available in researching
and teaching such as Origin, Matlab, Excel ... These software can process the statistical
datas, show the empirical results by diagram, extract the report of analysis results.
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Origin software has spreadsheets like Excel so you can import data from Excel or
Word tables by copy, paste; Or you can import the digital data files of the measurement
system with the Import command. This software has the advantage that after importing
data and selecting the quantities to be calculated, the software will automatically output the
specified statistics, whereas if using Matlab or Excel we must write or program the
calculational functions.

Application of Origin software to process the datas of aluminosilicate glass samples
(8i10,.A1,03) measured by the Triax 320 spectrophotometer.

2. RESEARCH METHODS

2.1. The Triax 320 spectrophotometer

The spectral system Triax 320 uses optical fiber to receive IR emission signals
directly, emitted from the sample. The light source emitted from the diode laser with Ay, =

980nm is the source of excitation for fluorescence emission.

This method saves the time of optical adjustment and allows to reduce the loss in the
signal received from the sample.. Then the lead emission signal in the fiber is inserted into
the measuring device, they will first be adjusted by a mirror system so that all optical
signals fall into the slot of the machine, from this slot, they will be analyzed by a grating
suitable for the emission zone and separated by each signal component corresponding to
the wavelength.

This signal component will be delivered to an InGaAs photodiode detector operating
in the IR area, then the signal from this detector will be directly moved to the
microprocessor, amplified and then connected to the computer.

SAMPLE EMISSION
SPECTROMETER

FIBER l

& COMPUTER

bt DETECTER i OSCILLOGRAPH

2 = 980nm

Plaser = 400mW

T=300K
LASER DIODE

Fig 1. Basic construction of Triax 320 spectrophotometer system
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The software that comes with the measuring device will handle the signals received
from the grating and detector, then draw into a spectrum, noting that it is stored in the form
of data files.

Triax 320 measuring system of JOBIN-YVON (France), located at Lab.Materials and
Engineering of Opyical fiber - Institute of Materials Science - Vietnam Academy of
Science and Technology.

2.2. Processed data from the TRIAX 320 Spectrophotometer with Origin

Origin is a powerful and full featured data analysis software. Powerful visualization
tools with accompanying descriptive statistics to assist with hypothesis testing, model

development and modeling, and data analysis [6].

The main interface of Origin is the Menus bar, toolbars, active windows such as
tables, graphs. The Origin menu provides commands to perform operations during data
processing. In each submenu, the tags also change to correspond to each specific window:
Analysis for the Worksheet window or Analysis for the Graph window.

File Edit View Graph Data Analysis Tools Format Window Help

D2 | 2] | =L | “[ss| & B(S| & [v@=E| 2
&R B & BS80S BlO|| [k Q+[8[x]x]|T[»|~]/|m|e]

x = 1529.7923, y = 0.127668929
EETTE —— [T GraphL
A B |- | 4 =

1431.5/%]@/
/HL@;. 00186
82.5  0.00243
1483 0.00303
1483.5] 0.00351
1484 0.00394
1484.5] 0.00462
1485 0.00496
1485.5  0.0056
1486 0.00612
1486.5]  0.00651

Menus ——————

Toolbars

child windows

WAxE THE

Y
LQCO"-\IU'J(.HA\UJN—‘

8 B8 8B ®# B & &
TP S S B B 1

= |=
— =

M

\Sr| oL | 0 | 18| e | (L

Project Explorer 2 | Name | Type | View | e | Modified | Created Depende... | Label
6.. Workshe.. Mor.. 1.. 5/11/201811:.. 5/11/201811:.. 1 CAANHVHQ-TATVHQ QA-TXT6A-DOTAT

Gra... Graph Mer.. 9. 5/11/201811:.. 5/11/201811:.. O

Fig 2. The main interface of Origin

The worksheet viewer uses data organizers and provides tools for using, analyzing,
analyzing, and graphing data from worksheet data. The columns in the worksheet are
relative to each other by the axis specified as the X axis, the Y axis, and their location.

The Graph window is where the graphs are displayed and edited. Each graph window
contains a single edit page. You can annotate different objects such as axes, annotations,
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and drawing data. Origin handles data from the measurement system through the following
steps:

Select the data file (File\lmport ASCII)

Select data on the Worksheet

y

Choose the style of drawing (Plot)

v

Adjust the coordinate axes d9, ghi chu

Smooth the graph (Too\NSmooth\FFT Filtering)

v

Find peak (Tool\pick peaks\Find peaks)

Export graph data (File\Export...hoac File\save Project as)

Fig 3. Origin procedures for processing experimental data

3. RESULTS AND DISCUSSION

3.1. Processing manipulation on the TRAX 320 spectrophotometer

The light source emitted from the diode laser is considered as a source of fluorescence
emission stimulation for research samples to record emission signals from samples
corresponding to the electronic shifts of rare earth ions in glass samples.

During the experimental process, in order to obtain a high-resolution spectrum, it is
necessary to adjust the machine's entrance and exit slots, the distance from the receiver to
the sample, the signal receiving angle, the change of excitation power etc...

Fluorescence emission spectra give information about the energy levels corresponding
to the shift, spectral line expansion and movement between multiple levels of Er** jon in a
home network. Samples are measured under the same conditions to compare their relative
emission intensity With:

- Stimulus wavelength Ay, = 980nm of diode laser, will be used to stimulate Er* ions
from basic level 4155, to level 41,1,

- Laser output power is Pjyser = 400mW va T = 300K

- Spectral region observed from 1480nm — 1600nm
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3.2. Analysis of fluorescence emission spectra

The samples used in this work were prepared by sol gel method as reported. Silica
glass series with an erbium oxide concentration of 1, 3, 4 and Swt%. The main focus of this
work is to optimize the material composition and hence to improve the fluorescence
property, broader and smooth of gain profile of erbium ion in the sol gel aluminosilicate
glass system with the composition as Si0,.E**, Si0,.AL,03.E,0s.

In Figure 4, the emission spectrum of SiO, samples. 1% Er’* (line 1), SiO,. 5% Er’*
(line 2), SiO,. 3% Er’* (line 3), Si0,. 4% Er’* (line 4) the heated at 1000°C were measured
for 1 hour. We can see that the emission spectra of non-sample samples have high

concentrations of Er’* jonic ions, the emission spectrum has a high emission intensity.

The strongest fluorescence intensity is the sample of SiO,.Er’* (4%wt). With the
sample of Si0,.Er** (5%wt), the intensity of fluorescence emission is much weaker.

People can explain this case the sample of SiO,.Er’* (5%wt) has a fluorescence
quenching effect due to the concentration of Er’* ions in clumping at high temperature, this

phenomenon affects the fluorescence emission of Er** ions.

When crowding occurs, transmission of emission energy between ions and non-
radiative recovery between sub-levels will occur, which reduces the fluorescence
efficiency in the emission spectrum at nearly 1530 nm.

In Figure 5, the fluorescence emission spectra of the samples SiO,.Er’* samples
(3%wt) (line 2) with heated at 1000°C for 1 hour and 98SiO,.1,5A1,05.0,5Er,O5 (line 1)
with heated at 850°C for 1 hour.

)
) 0.124
)
)

1550

2
5% wt 2:8i0,.Er™* (3% wt);T=300°K
0.025 + 3:8i0,.EF°
0.10 4
Am:980nm;

0.030 = s 0.14 vy
1:Si0,.Er* (1% wt 1530 1:98Si0,.1,5A1,0,.0,5Er,0,
] 2:8i0,.Er” (
EFT (3% wt
4:Si0,.Er’™" (4% wt
| | 15495 P, =400mw;
‘ T=300°K

0.020
0.08

0.015 0.06 4

0.04 4

Intensity (a.u.)
Intensity (a.u.)

0.010

0.02 4
0.005

0.00
0.000

-0.02
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1480 1500 1520 1540 1560 1580 1600
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Fig 4. Luminescence spectrum of samples SiO;: Fig 5. Luminescence spectrum of samples
Er’* with different concentrations SiO~.Er’* (3% wt) va
98S102],5A1203 0,5EI"203.
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o1 1:98Si0,.1,5A1,0,.0,5Er,0 :T=850°C 0.144 98Si0,1,5A1,0,.0,5Er,0,
1590 " 1,5A1,0,.0,5Er O, T-1000° 1:P,__=200mW
2:985i0,.1,5A1,0,.0,5Er,0,,T=1000°q | 1530  Flaser =M
0121 0.12- 2:P___=300mW
o 3:P__=400mW
010+ 1550 - T
0104 1550 M 980nm; T=300K

0.08 4 )
0.08+

0.06 - )
0.06

0.04

Intensity (a.u.)
Intensity (a.u.)

0.04

0.02 )
0.02]

1

0.00 4

0.00

-0.02
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1480 1500 1520 1540 1560 1580 1600
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Fig 6. Luminescence spectrum of samples Fig 7. Luminescence spectrum of samples
985102]5A120305E}’203 985102]5A120305E}’203

AI’* ions have formed an outer layer of oxygen ions and stretched Er-O bonds,
increase the number of non-bridging oxygen groups in the structure and facilitate better
dispersion of Er’* ions and add more Er’* jons into the network , it reduces the

concentration of Er’" ions to increase the emission intensity. [5]

Thus, AI’* ion makes the emission range of Er’* more expanded, It can be explained
that Er’* jons are better distributed and less clustered when AI’* jon doped.

Figure 6 shows the fluorescence emission spectra of 98Si0,.1,5A1,03.0,5Er,03
samples (line 1), with heated at 1000°C for 1 hour and 98Si0,.1,5A1,03.0,5Er,05 (line 2),
with heated at 850°C in 0.5 hours.

We see that the fluorescence signal from Er’* jons increased many times when the
calcination temperature increased to 1000°C compared to 850°C . This may be explained
by the reduction of the remaining OH groups in the samples.

The OH groups reduce the fluorescence emission of rare earth ions due to the high
level of phonon energy making the probability of non-radiative recovery increase. [1,2,5]

When firing samples at high temperatures, the amount of OH- groups decreases
significantly. With a temperature of 1000°C, the emission spectrum increased significantly
and the linewidth was also expanded but not much.

In Figure 7, the fluorescence emission spectra of the 98Si0,.1,5A1,05.0,5Er,03
sample, with heated 1000°C in 1 hour.

Spectra are recorded with different output power of diode lasers. The same type of

spectrum is recorded, the received emission intensity increases with the size of the lasing
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laser and at 400mW, the strongest intensity was obtained. But with a large capacity, the
intensity does not increase and will damage the sample.

0.14 4 98Si02.1 ,5AI203.0,5Er203
- 1530 1 : Plaser=200mW
2:P__=300mW
0.12 laser
] 3:P,. =400mW
0104 1550 A =980nm;T=300K
; 0.08
s J
2 0.06
7]
c J
2
£ 0044
0.02 4
0.00
-0.02

T T T T T T T T T T T T T
1480 1500 1520 1540 1560 1580 1600
Wavelength (nm)

Fig 7. Luminescence spectrum of sample 98Si0,.1.5A1,05.0.5Er,0;

We see the output power at 400mW, the width is also expanded compared to the
output power at 200mW, 300mW. So, with the output power of the diode laser is suitable
at 400mW.

4. CONCLUSION

Effective application of Origin software is able to display graphs of fluorescence
emission spectra. Study and analyze the spectra of the multi-component glass samples
Si0,.Al,03 doped Er’* were surveyed and obtained as follows:

The emission spectra of these samples recorded two wide bands with peaks around

1533nm and 1550 nm corresponding to the shift between levels 4113/2—> 411 sn

Radiation displacement at nearly 1530 nm is very interested. The width of the
emission spectral band is enlarged, we see an increase in the spectrum and the width when
the Er’* doped ion content increases.These samples show the spectral properties necessary
for fiber optic amplification applications used in optical information.

From the fluorescence emission spectra of the samples, we see the concentration of
Er’* jon doped on the most effective Si0; glass at 4% wt for the spectrum with the largest

fluorescence intensity.
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The main emission intensity at 1530 nm of Er’* jons in a multi-component glass

l3+

substrate with AI’* jons is increased, the linewidth is expanded. Ion AI’* plays a role in

evenly distributing Er** ions in SiO, glass substrate.
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UNG DUNG PHAN MEM ORIGIN TRONG NGHIEN CUU
SO LIEU PHO PHAT XA HUYNH QUANG

Tom tdt: Qua’ trinh nghién civu khoa hoc vdt liéu, cdc thiét bi dege sir dung daé nghién clru
do cdc mau ché tao la cdc hé do nhw: phé dao dong Micro-Raman, phé hap thy hong
ngoai, pho hap thu, phé phdt xa huynh quang. DiF lleu nhdn tir cdc hé do la cdc tap tin sO
liéu. Nha nghién ciru khoa hoc thirong phdi xir 1y s6 lidu thire nghiém va biéu dién qua do
thi dé xdc dinh cdc cdu tric, tinh chat cia vt liéu. Origin la mot phdn mém duwoc dung
dé vé do thi, xiw ly 56 liéu, khop ham, tim sai 6, va tinh todn cdc dai luong.

Trong bdo cdo da img dung Origin dé phan tich cdc mdu va thu dwoc mét s6 két qua vé
phé phdt xa hupnh quang cua vat liéu thiy tinh SiO>-Al,O; dwgc ché tao bang phirong
phdp Sol — Gel. Phé phdt xa cdc mau ghi dwoc hai ddi rong cé dinh xung quanh 1533nm
va 1550nm twong tmg véi dich chuyén giia cdc mire *I;3p— *Isp. Cwong dé phdt xa
chinh tai 1530nm cia ion Er'* trong nén thuy tinh nhiéu thanh phan cé ion AI'* thi ting
lén nhiéu lan, d6 rong vach phé duwoc mo rong dang ké.

Tir khéa: Origin, phdt xa hupnh quang, ion Er'* | ion AP
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Abstract: We investigate some physical content of the q- deformed harmonic oscillator,
with q is real and q is a phase factor. The expressions for the partition function and the
average energy of one g- deformed harmonic oscillator are derived, we have caculated
the heat capacity Cy of one mol of the q- deformed harmonic oscillators.
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1. INTRODUCTION

Quantum algebras [1,2] are defomed versons of the usual Lie algebras, to which they
reduce when the deformation parameter q is set equal to unity. Quantum algebras have
attracted considerable attention in recent years particulaly, because quantum algebra have
subsequently found applications in several branches of physics, as, for example, in the
description of spin chains, anyons, quantum optics, quantum statistics and in conformal
field theories...

The interest for possible applications of quantum algebras in physics has been
triggered in 1989 by the introduction of the g-deformed harmonic oscillators [3,4,5] as a
tool for providing a boson realization of the quantum algebras SUy(2). It is clear that
quantum algebras provide us with a class of symmetries which is richer than the class of
Lie symmetries, which are contained in the former as a special case. It is therefore
conservable that quantum algebras can turn out to be appropriate for descibing symmetries
of physical systems which are outside the realm of Lie algebras.

In this paper, we investigate some physical content of the g- deformed harmonic
oscillator, with q is real and q is a phase factor. The expressions for the partition function
and the average energy of one - deformed harmonic oscillator are derived, we have
caculated the heat capacity C, one mol of the g- deformed harmonic oscillators.
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2. QUANTUM Q - OSCILLATOR

The single mode boson oscillators obey the commutation rules:
[a,a*] =1,N =a*a[N,a| = —a,[N,at] =a* (1)
The basis of the Fock space is defined by repeated action of the creation operator a*
on the vacuum state, which is annihilated by a:

al0) = 0,|n) = &2 o) @
The action of the operators on the basis is given by
Nin) = n|n)
atln) =vn+1n + 1) (3)
dln) = Vnin — 1)
The matrix representation of the operators @%,d in the basis (2) have the known
expressions
0 v1 0 -
|00 %) ©
while the number operator N is described by the matrix
0 0 O
W= 0 1 0 ©6)

0 0 2

The g-oscillators may be introduced by generalizing the matrices (4), (5) and (6) with
the help of the g-number [n],,

]y = L= )

where q is a parameter. The same definition holds if n is an operator. We remark that g-
numbers remain invariant under the substitution ¢ —» g1

If q is real, g-numbers can be written as

__sinh(zn)
[nlq = sinh(7) ®)

where g = e® and T is real.
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If q is a phase factor, can easily be put in the form

[n]q _ sin(tn) (9)

sin(t)

where g = e'* and 7 is real.

Then, replacing the intergers in (4) and (5) by the g-number [n], we obtain matrices
which define the creation and annihilation operators of the quantum g-oscillator,
0 0 0
~ [1]q 0 0 -
a+q - s ’ (10)

o JI2I, o
0 /[1]q 0 \l

a,=0 0 [2]g - ]. (11)
0 0 0 /
The above matrices obey the commutation relations
[N,at,|=a*, [N, a,] = —a, (12)
a,a*, —q*la*t,a, = ¢tV (13)
An immediate coseqnence of (13) is that
a*t,a, = [N]q; a,at, =[N+ 1]q (14)
in addition, the following commutation relation holds
lag.a*,] = [N+ 1]q — [N]q
The Fock space spanned by the orthonormalised eigenstates of the operator N,
~+\1
ny = &L |0) . (15)

[n]q!

It is useful to notice that the g-deformed boson operators @*, and @, can be expressed
in terms of usual boson operators @* and @ through the relations

S [T TS T \/[mq ot

aq—a\/ﬁﬂ— — a’ (16)
~ _ |IN+1lg . . [[N]g

g = 5.1 &= a|% - a7

3. THE HEAT CAPACITY Cy

Let us consider some physical content of the q- deformed harmonic oscillator.
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The Hamiltonian of the q- deformed harmonic oscillator is
H =" (a,8% +a*,a,) (18)
and its eigenvalues in the basis given above are
h
E(m) == ([nlg + [n+1]y) (19)

In particular, for q real (q = e*) the eigenvalues can be written as

wh sinh(r(n+%))

E(n) - 2 sinhG) (20)
while for q being a phase factor (g = ‘%) one has
sin(t(n+=
E(n) = “’?T‘M (1)

sinG)

One can easily see that for q real the energy eigenvalues increase more rapidly than the
ordinary case, in which the spectrum is equidistant, i.e. the spectrum gets “expanded”. In
contrast, for q being a phase factor the eigenvalues of the energy increase less rapidly than
the ordinary (equidistant) case, i.e. the spectrum is “compressed’.

For small values of T one can take Taylor expansions of the functions appearing there
and thus find an expansion of the g-number [n], of equations (8) and (9) in terms of
powers of 2. The final result is

76

(31n — 49n3 + 21n® — 3n7) +
15120

(22)

I R N A _ 3 5\ T
[n]q—n+6(n n)+360(7n 10n° +3n>) +

where the upper (lower) sing corresponds to q being a real (phase factor). The energy of
the g-deformed harmonic oscillator can be rewritten as

1 — 12 7?2 1\3
E(n) = wh{(n+5) (1F2) £ (n+2) +} (23)
The partition function for one q- deformed harmonic oscillator is given by
_Em
Z=3p e w (24)

for the case of the energy of the quantum g-oscillator (23) has been the expansion in the
first order of n, the following relation holds

_ho
e 2kT

2
T
hw(liﬁ>

1-e KT

Z= (25)
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The average energy of the g-deformed harmonic oscillator is

Ezh_w+ﬂ (26)

2 2
hw<1112>

e KT -1

The internal energy of an Einstein solid is

27)

The calculations give the folowing result of the heat capacity of the one mol of the an
Einstein solid :

&= (5), =" Sl 8)

aT kT2 h_w<1+ﬁ>

where Ny is Avogadro constant.
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NHIET DUNG Cy CUA HE CAC DAO PONG TU PIEU HOA
BIEN DANG Q

Tém tdt: Chiing 16i quan tam dén mot sé noi dung vt Iy ciia dao déng nr diéu hoa bién
dang q. Chiing 16i da thu dwoc cdc biéu thirc vé tong trang thdi va nang lirong trung binh
ciia mét dao dong tir diéu hoa bién dang q tir dé chiing t6i tinh dwge nhiét dung mol Cy
ciia dao déng tir diéu hoa bién dang q.

Tir khda: dao dong diéu hoa bién dang q; nang lwong trung binh, nhiét dung.
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Abstract: Quantum theory of absorption of electromagnetic wave (EMW) by confined
electrons in two - dimensional (2D) graphene has been studied by using the quantum
kinetic equation in assumption of electron - optical phonon scattering. The analytic
expression of absorption coefficient is obtained in 2D graphene. The results in this case
are compared with the case of the bulk semiconductors show the difference and the
novelty of the results. The results numerically calculated and graphed show the
dependence of absorption coefficient on the frequency of the electronmagnetic wave, the
temperature of the system and characteristic parameters of 2D graphene.
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1. INTRODUCTION

In recent years, 2D Graphene has been used extensively in electronic devices. This has
led to a revolution in science and technology. Therefore, researching on graphene materials
becomes scientists’s interest. One of the recent studies of graphene materials 1is
Magnetophonon Resonance in Graphene monolayers. Specifically, the author Borysenko
K. M. [1] investigated the process of electron-phonon interaction in graphene. The author
Deacon R. S. and colleagues [2] studied cyclotron resonance to determine the velocity of
electrons and holes in single-layer graphene. Or the author group Mori N. and Ando T. [3]
have studied magnetic-phonon resonance in Graphene monolayers by using Kubo formula.
However, the problem of absorption of the electromagnetic wave in the case of the
presence of an external magnetic field in 2D Graphene has not been studied, so, in this

work, we used the quantum kinetic equation method to calculate the nonlinear absorption
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coefficient in 2D Graphene under the influence of electromagnetic wave. We saw some
differences between the results obtained in this case and in the case of the bulk
semiconductors. Numerical calculations are carried out with a specific 2D Graphene. And

the final section show remarks and conclusions.

2. NONLINEAR ABSORPTION COEFFICIENT IN THE CASE OF THE
PRESENCE OF AN EXTERNAL MAGNETIC FIELD

In this report, we use quantum kinetic equation method to obtain nonlinear absorption
coefficient in 2D Graphene in the presence of electromagnetic wave. We consider a 2D
Graphene subjected to a static magnetic field B = (0; 0, B) is perpendicular to the system.
The wave function and the corresponding energy [4] are given by the formula below:

— S Xy sgn (n) hypj—1 (z — X)
Fo.x ()= \/Z(:\D (—IIT> [ hjnj—1 (z — X) )
with:
1 n=0 1 n>0
G = 1 ysgn(n)=<¢ 0 n=0
ﬁ iz -1 n<0

il T\ - T
)= T (73 ()] i (7). o

where L is the linear dimension of the system, X is a center coordinate, Hn(¢) is Hermite

polynomial, /=, /ﬂ andn=0; 1, ....
eB

e, =sgn(mho,. ], 3)
with effective magnetic energy given by:

ho, :%Y- “4)

The Hamiltonian of the electron - optical phonon systein 2D Graphene in the second

quantization presentation can be written as:

- - [&7_ €7 + ~ T 1
= " [I"L B lz_(? (f)] “n,}?L”n.kL*— Zhwfi (1)(71)¢7+ 5)
q

+ Zd M, (q) “,TI.;'_?‘L_*,,I—",:.E‘L (bi«f + 1)‘7)
qgnmn' ky , (5)
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where: € 1is energy of electron (3), Z(r) is the vector potential of an external

electromagnetic wave, n denotes the quantization of the energy spectrum in the z direction

m =1, 2, 3, ..); I;ZI respectively are wave vectors of electron, phonon,
(n,lzl),(n kL +Z] ) are electron states before and after scattering, respectively, k. is in

plane (x,y) wave vector of the electron. a; i a ;ngﬁ , b,; are the creation and annihilation

operators of electron,phonon, respectively, 21:(21 49.)5 MM,(&) is the matrix factor of

electron, given by:

2

|;\1,,.,,/ (7)' =

Y 2 2
C (@) | nw (@) (6)

2
Py is the electron { optical phonon interaction constant, p = 7:7 x 10°

with: e, = 2pL0,.
q

g/cm?2 is mass density of 2D Graphene, Dop =1:4 X 10° eV/em is deformed potential of

optical phonon.

2
2 P m! 1 i
|']“~“’ (ll)l = (-121(‘2 ‘ w |:L{” (“) + Snsvu' ]”]:_ g L{Il—l (ll)]
(7)

T (m+ )

9

2 2

with L7 (u) is the associated Laguerre polynomial, y = q =4 +q

nV

m= min(|n ), J= Hn|—|n' .S =sng(n). (8)

’

2.1. Quantum Kkinetic equation for electron in 2D Graphene

When a high-frequency electromagnetic wave is applied to the system in the z

direction with electric field vector E = Eosin Qs (where Eo and Q are the amplitude and

the frequency of the electromagnetic wave), the quantum kinetic equation of average

number of electron n . =<a+ a > is:

ki n,/zJ. ﬂ,/;J.

8<a+- a - >
. nki nki _ +
it (a0 H]) - 9)
Starting from the Hamiltonian (5) and using the commutative relations of the creation

and the annihilation operators, we obtain the quantum kinetic equation for electrons in 2D
Graphene:
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on, i (%) 1 o Foo o B o B
55— =5 2 Maw@I° D (”“ .") J (”“ .") x exp [—i (s — 1) Q]

7 .n,n’ l,s=—oc me22 mS22
t

X / (Itl { |:“'n.l:_L (fl) l\r‘i‘_ n’n’.l:;%—li.]_ (fl) (I\IY‘T_'- 1)]

—00

E (va’.E_L +qL " Enky T hw'l— — RS2 + lfl()-) (t—t1)
+ |:“'n.’§; (fl) (‘/\rq—-i- 1) - “‘n'.l:_L—{—q'J_ (fl) l\r‘r]

—enk, + hwg— hQ + ih(S) (t —t1)

X exp

X exp E (571,.}1‘_'_]_4_([«_"

- [rl'rl’.lt‘.; —qL (fl) 1\"‘7 - nn.l:_L (tl) ("\r(i'+ 1)]
[ ] ) B
E (En.l—\:_L - En'.l:_L—(TJ_ - hw‘? — hiQ2 + lh()) (t - tl)

X exp

_[”ﬂhe@(hﬂﬁb+1%—mmlﬁﬂhﬂ

X exp [i (E £, —&f, _a +f1wq~—th+ih(5) (t—tl)]}
h n,ky n" ki —q1
, (10)
It is well known that to obtain the explicit solutions from (10) is very difficult. In this
paper, we use the first-order tautology approximation method to solve this equation. In
detail, in (10), we use the approximation:

~

v"n.?L nn.?L-i-?L (tl) ~ nn.?J_+7l 4 - 7_,_( ) n.?_L—T[_L

where n_ 0 is the time - independent component of the electron distribution function. The

approximation is also applied for a similar exercise in bulk semiconductor [5, 6]. We
perform the integral with respect to t. Next, we perform the integral with respect to t of
(10). The expression of electron distribution function can be written as:

2T [
Ty ()= 5-1 Q Z Wt (@ Z ](((u'O)JS(”“'0)“Xl>l—i(-s'—1)52]

1 n.n’ l.s=—0o¢ 7”522 1”522

n, k, (‘\'7+ 1) - ”u’.EJ_+q'l “\"l-

"”-EL N, (;\",7 + 1)

q— ,I"’.EJ_ +qL

X - TV o ©
Sn’.l:_L +qL - SII.E_L - ,qu‘ - ”IQ + I’I() sll'.E_L+(T_L - Sn.EJ_ + ,qu‘ - “IQ + I,I()
b ”n’.E‘L —-qL "\r‘l-_ "u.I:_L (qu__*_ 1) + "n’.E_L—q—‘L ("’\‘r‘l—+ l) - "n.k-‘_L ‘N‘I-
Enky ~Ent Ky—q, — hwg — hISY + ihd % Ml X3 N hwg — RIS + ihd .(11)

where ﬁq is the time-independent component of the phonon distribution function, J; (x) is

the Bessel function and the quantity ¢ is infinitesimal and appears due to the assumption of
an adiabatic interaction of the electromagnetic wave.

2.2. Calculation of nonlinear absorption coefficient in 2D Graphene

The carrier current density formula in 2D Graphene takes the form:
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L0=5% [f- 2 A0)]n,:0

nky

Because the motion of electrons is confined along the z direction in a 2D Graphene,
we only consider the in plane (x, y) current density vector of electrons J,(s) . Using (11),

we find the expression for current density vector:

— e? - G :
TL)=-= Z Ayn, z (0 + ; 7, sin (19)

n.I\'_L

; (12)

71 Eo 7. F
€q. Lo €q1 Lo
T < m€2 ) + Ji ( m? )

Xl\q— (””-E_L - ”“I~E_L+‘I-_L)o (Sll'.’:;+l[—; - En.l:_L + hwo — I‘hQ)

here:

- 2meh? 2 (’(]'J_E(:
Jp = ——— A T L Ji | ——
Je mlQ) Z 1M ()] Z Gk m§2

n.n'.l:‘bti k=—o0

. (13)

By using the matrix factor, the electron - optical phonon interaction factor in (6) and
the Bessel function [7, 8], from the expression for the current density vector (12) we
establish the nonlinear absorption coefficient of the electromagnetic wave:

- \/—87T T (t) Eosin©Q
a = W< 1 (t) Ep sin t>l N
327.‘29 2 =— o (—)(T_L . ~
T VA=E? . > IMaw (D Ngm g, LU gz )9 (f,.'.mm ~ &, Az - tm)
ki.,gnmn' .

b

(14)

where <X >t means the usual thermodynamic average of X at moment t, and y/ is the high-

frequency dielectric constants, d(x) is the Dirac delta function. For simplicity, we limit the
problem to case of /=0,/=1:

~ = ~ T o=\ 2
Z {]2 (’(ILE‘() _ 12 (’(I_LEO ()(]LL(]
e 2 - Y1 2 ~ )
¢=0,1 m§} mi2 2mS2

Let consider the electron - optical phonon interaction when the temperature of the

(15)

system 1is high (T > 50K), the electron - optical phonon interaction is higher than other
interactions. In this case, electron gas is assumed that non-generated gas and abided by the
Boltzmann distribution. Simultaneously, let assume that phonon is not dispersive, means,

®, = const. const is the optical phonon frequency non-dispersion:

- ’Iw() =
hw—4 =~ hwy, <1'\"7> = Ny ~ [vxp ( ) - 1]
€q kT
, (16)
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< Nz,> is the equilibrium distribution function of phonons. By replacing (16), (15) on
eq

(14), change k. +gq N —n,kL —n' in Dirac delta function, denote @z f,; we get the

absorption coefficient :

4m2he? D2,
“= cVX= pL2wom?2§23 e Z:,f" ki _Z | T () (IL() €n — En + hwg — hQY)
n.n I\.L ll.L
(17)
Transforming the summations over Z] , and k. to integrals as follows:
g 00 27 g 00 L. L
D0 D0 “y i — x yﬂ_
_Z =+ (2r)? /(LLd(lJ./ds«"= ;/(ud(u- ; o / dh/dO 22
9L 0 0 0 cL —L. /212 0
EwfAEs : (18)
The expression (17) becomes:
72h2e2D2 SoL, L, s -1 : i 2
op 0 m — () — 3
\ —1 fnb (En = En + w5 — ) / 1 (w)]2dg
‘= (VX’L/)szoszf*lz[ . (kBT) ] “Z", ! , |
(19)
We use the calculation results in [9]:
o0
3 2 2CZC ) ,
g1 | Jnn (W)|"dgr = —[(2m + j + 1)-2S,S, /m (m + j) + S2S2, (2m + j — l)J
0 - .
(20)

Finally, inserting (20) into (19) we obtain the explicit expression for the absorption
coefficient as:

272he2D? Sy L, Ly hw -
op 0 2 ~2 .
. ukoad NS TS | , ) g
a= V= p L oogm B0 |: Xp <k3’1’> ] E fnChCr [2m+37+1)

n,n’

=28, Sn\/m(m + j) + S252, (2m + j — 1)] 8 (€n — En’ + hwg — hQ)

1)

The delta functions in (21) are divergent as their arguments equals to zero. To avoid

this, we replace them phenomenology by Lorentzians as [10]:

r . . hD? .
S(e)=— kK where T, =hw,../W, is the level width, W, =——® _ is the
O =@+ TN © 8mpylay

dimensionless parameter characterizing the scattering strength.
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3. NUMERICAL RESULTS AND DISCUSSION

In order to clarify the mechanism for the nonlinear absorption of a electromagnetic
wave in 2D graphene, in this section, we will evaluate, plot and discuss the expression of
the nonlinear absorption coefficient for the case of a special 2D Graphene. We use some
results for linear absorption in [11] to make the comparison between the linear and the
nonlinear absorption phenomena. For this section, the parameters used in computational
calculations are as follows [3, 10] in Table I:

TABLE I. The parameters
Symbols Units Values

p g/cm” 7,7.107°
Doy eV/em  1,4.1077
kg J/K 1,3807.107%
hwo = hwxg  meV 162
L:=Ly,=L m 2.1077
S() _ LIL_,, 1112 4.10_18
c m/s 3.10°
h Js  1,05459.107
X oo 10,9
~ eV.A 6,46

3.1. The dependence of absorption coefficient on temperature

. x10°3 the dependence of absorption coefficient on T (1/m)

4

B=10(T)|
B=1XT)
. B=20(T)

alpha(1/m)
o
@

o
-

02r

0 — - -
150 160 170 180 190 200 210 220 230 240 250
T(K)
Fig 1. The dependence of a on T

Figure 1 shows the dependence of the nonlinear absorption coefficient a on the
temperature T of the system at different values of the magnetic field. It can be seen from
this figure that the nonlinear absorption coefficient o depends strongly and non-linearly on
T. We can see that non-linear absorption coefficient reaches at the saturated value when

temperature is very low and increases quickly when temperature is high.
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Therefore, the presence of electromagnetic wave influence on the absorption
coefficient is quite remarkable, the absorption coefficient value is the same in domain of
low temperature and have different values in the region with higher temperatures. This
result is consistent with those previously reported by using Boltzmann kinetic equation in
other two-dimensional systems [12]. This coefficient absorption is the same as the results
which gained in bulk semiconductor. The smaller magnetic the smaller absorption
coefficient. When B is high, the absorption increases.

3.2. The dependence of absorption coefficient on magnetic field

In figure 2 the dependence of absorption coefficient in case electron - optical phonon
scattering on magnetic is non-linear. As can be seen, form the graph, in each case of the
magnetic field, the absorption coefficient reaches a peak with the specific value of
electromagnetic wave frequency €. When magnetic field value increases, absorption

coefficient at the peak position tends to upwards.

109 the dependence of absorption coefficient on B)

o 1 2 3 - 6 7 8 9 10

5
B(T)

Fig 2. The dependence of a.on B

3.3. The dependence of absorption coefficient on the frequency of
electromagnetic wave

In figure 3 the dependence of absorption coefficient on frequency electromagnetic
wave at presence on magnetic field, at three different magnetic field points. In this case,
absorption peak is so sharp and absorption coefficient has significant value when near
absorption peak. From the graph, we see that the oscillations have appeared and oscillation
is controlled by the ratio of the Fermi energy and the cyclotron energy. The mechanism of
the oscillations can be easily explained as follows. At low temperature and strong magnetic
field, the free electrons in 2D Graphene will move as simple harmonic oscillator. When the
magnetic field changes, the cycle of the oscillations also change. The energy levels of
electrons are separated into Landau level, with each Landau level, cyclotron energy, and
the electron state linearly increase with the magnetic field. When the energy level of the
Landau levels excesses the value of Fermi level, the electron can move up freely and move
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in the line, which makes the absorption coefficient oscillate circulating with the magnetic
field. That means the external magnetic has a significant effect on absorption coefficient,
the transfer energy level of electron after absorption electromagnetic wave must satisfy
condition -, =0 . This result is one of the new findings that we have studied.

. 10" 'the dependence of absorption coefficient on omega
(J T

~ B=5(T)
8t —-B=10(T)| 4
B=20(T)

alpha(1/m)

0 2 . L : H
0 0.5 1 1.5 2 25 3 35 4 45 5
omega(Hz) 10"

Fig 3. The dependence of a. on Q

4. CONCLUSION

In this paper, by using quantum Kkinetic equation, we anlytically calculated the
absorption coefficient in 2D Graphene under the influence of weak electromagnetic wave.
After obtained the analytical expression of absorption coefficient by electrons confined in
2D Graphene for the presence of an external magnetic field, we graphed them numerically
to clarify the dependence of absorption coefficient on the frequency € of the
electromagnetic wave, the temperature T of the system, the magnetic field B. The
coefficient absorption in graphene is the same as the results which gained in bulk
semiconductor. It is found in this paper that the absorption coefficient oscillates when the
electromagnetic wave frequency changes. At each specific point of magnetic field,
absorption coefficient reaches peaks and oscillates with different amplitudes. The stronger
magnetic field is, the higher peaks are. Moreover, in this paper, we used the quadratic
approximation of the Bessel function to eliminate the influence of electromagnetic wave
intensity on the nonlinear absorption coefficient to simplify the problem. However,
calculations in the 2D Graphene are still much more complicated than calculating weak
electromagnetic wave non-linear absorption coefficients in other two-dimensional systems

like quantum wells, doped superlattices by Kubo - Mori method [13, 14].
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LY THUYET LUQNG TU HAP THU SONG PIEN TU
TRONG GRAPHENE HAI CHIEU

Tém tit: Nghién ciru Iy thuyét lirong tir hdp thy séng dién tir (EMW) trong Graphene hai
chiéu (2D) bang phuwong trinh dong lwong tir véi gid thiét co ché tdn xa electron-phonon
quang. Thu dwrge biéu thire gidi tich cho hé sé hdp thu trong Graphene 2D. Cdc két qua
la méi va dwoc so sanh véi trieong hop trong bdn dan khéi dé thdy si khdc biét. Két qua
thu nhdn dwoc tinh sé va vé dé thi biéu thi su phu thudc cua hé 56 hdp thy vao tan s6
EMW, nhiét do cua hé va cdc tham 56 ddc trung cho Graphene 2D.

Tir khéa: Hé s6 hdp thu, phuong trinh dong lwong tit, 2D Graphene, electron giam cam,
tdn xq electron-phonon, song dién tu.
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1. PREAMBLE

Tich duong mushrooms has the scientific name of Rhopalocnemis phalloides junghun,
belonging to parasitic, non-chlorophyll fungus; tubers are 2-10cm large, smooth or
melancholy; the stem is 2-10 cm long, along with 6-20 cm long oval flowers, at the young
age, there is a flowering leaf. Single flowers between feathers; male flowers with 5 teeth,
including the heroic part; female flowers with perches have 2 long stents. Positive fungi

are usually reddish-brown or yellowish, ivory, often found on parasitic roots of tree roots.

Tich duong mushrooms is a precious medicinal herb, which has long been widely used
in traditional medicine; It has a sweet taste, mild temperament, has a kidney-replenishing
effect, has a strong back and lumbar field, used in cases where men are impotent, women
are infertile, blood is dry, constipation, back weak pillows

Regarding chemical composition: in Tich duong mushrooms, fat, derivatives of
cinnamic acid, tannin, lignan, glycosides,... [5-7] were discovered.

According to recent studies, Tich duong mushrooms fungi contain a number of
compounds that are able to resist oxidation, inhibit HIV, hypoglycemia, and the ability of
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some cytotoxic cytotoxic cells [8-10]. This paper will inform the isolation and structure of
some compounds from n-hexane, ethyl acetate extract of the Tich duong mushrooms in
Son La.

2. EXPERIMENTAL AND RESEARCH METHODS

2.1. Plant samples

Tich duong mushrooms (4 kg of fresh plants) were harvested in October 2018 in Bac
Yen mountain area - Son La. Scientific name is Rhopalocnemis phalloides junghun was
identified by Pham Quynh Anh, Department of Biochemistry — Tay Bac University

2.2. Chemicals and equipment

- Thin layer chromatography (TLC): Performed on a thin, pre-coated sheet of DC-
Alufolien 60 F254 (Merck-Germany). Detect the substance with ultraviolet light in two
wavelengths 254 and 368 nm, sulfuric acid reagent (H2SO4 + methanol + vanillin) dried at
a temperature of> 100 oC until the color appears.

- Column chromatography (CC) is carried out with normal phase adsorbents (Silica gel
60-160 and 240-430 mesh, Merck).

- IR spectrum (KBr) is recorded on the machine SIMP4.
- Flow point is measured on Electrothermal 1A- 9200 (UK).

- High resolution mass spectra HR-ESI-MS measured on the mass spectrometer of the
FT-ICR / MS.

- Nuclear magnetic resonance spectrum (NMR) was measured on the Bruker AM500
FT-NMRSpectrometer.

2.3. Extraction and isolation of substances

Tich duong mushrooms has a mass of 0.7 kg (dry, powder) soaked in solvent H2O:
MeOH = 20:80 (5 liters). Samples are soaked for 1 week, ultrasonic extraction many times.
Filter the yellow and residue solution. The residue is further soaked in solvent H2O:
MeOH. Repeat several times until the filtered water remains light yellow. The solution was
carried out to store the spinning machine, resulting in a high total of dark yellow, liquid,
viscous (LT).

Then, the total height was treated according to the fractional extraction direction:
Dissolve high alcohol in 1 liter of water, stir well then ultrasound to completely dissolve
and then extract with the solvents: n-hexane, ethyl acetate followed ratio 1: 1 (extract each
segment 3 times), extract the fractional extracts, store and recover the solvent under
pressure to reduce those segments to the corresponding residue: n-hexane residue (denoted
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as LTH, 1, 42g), ethyl acetate residue (LTE, 11.69 g). The n-hexane, ethyl acetate residues
are separated on the silica gel column with the elution solvent system as follows: the LTH
residue with the n-hexane-ethyl acetate system has increased polarization, the residue of
LTE using the elution solvent system ( EtOAc: MeOH) = (80:20), (80:20), (70:30),
(60:40), (50:50) to collect segments. After purification by re-running the silica gel phase
often repeat or recrystallize from the fractions obtained with clean compounds, denoted by:
LTHI (115 mg); LTE1 (189 mg).

3. RESULTS
3.1. Compound 1 (LTH1)

+ 1H NMR spectrum of compound 1 has 5 protons, including:

- A proton of R-CH3 group has a chemical shift at 0.8 ppm.

- A proton with a chemical shift at 1.3 ppm is expected to be a proton of the R-CH2-R
group

- A proton with a chemical shift at 2.3 ppm is expected to be a proton of the R-CO-CH
group

- Two equivalent protons, with a chemical displacement of 4.2 ppm are expected to be
the proton of the group —CH2-O-

From the analysis of spectral data of LTHI and comparison with reference materials, it
is possible to confirm that LTH1 belongs to trigixerite group:

CH, - COOR;

|

CH - COOR;

CH, - COOR;

3.2. Compound 2 (LTE1)

Data on the 1H-NMR spectrum and the 'H-NMR spectrum of the El substance
showed 14 protons in the molecule. '>*C-NMR spectral data show the signal of 15 carbon.
Spectral line characteristics and atomic number correlations C and H in E1 molecule allow
prediction of E1 as a substance of frame flavan

+ 'H-NMR spectrum (MeOH, S00MHz)

-NMR spectrum of this substance shows cluster signal of 4 aromatic proton signals of
group -CH with 2 pairs of equivalent protons, having a chemical shift at 6,729 ppm (2H, d,
J =8.36 Hz) and 7.239 ppm (2H, d, J = 8.36 Hz) suggests that the aromatic ring is replaced
twice in the para position. A -CH2 group with two multiplet signals of two protons in ¢ =
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2.50 and 2.71 ppm respectively. In addition, the signal 6 = 5,734 and 5,904 ppm are 2
protons of the aromatic ring indicating that positions 7 and 5 have been replaced.

+ BC-NMR spectrum (CDCI3, 125MHz) BC-NMR spectrum of E1 shows 14 carbon
signals, of which 1 group signal -CH2 characteristic at 6 = 28.2ppm at high field, 4 signals
of group —CH aromatic (C cycle), with the chemical displacement la = 114ppm (C5 ', C3')
and & = 128 ppm (C6 ', C2') corresponding to the four protons above. The signals in the
98.4 to 130 ppm transition range show the signals of group-CH of the round.

The group position of —CH2 in position C4 was confirmed by interactions via a link
between C4 and 2 H4 (1-2) protons on the HSQC spectrum.

Similarly, the positions of the —CH protons of rings A and B in positions 3, 2, 8 and 6
are expressed through direct C-H interactions on the spectrum of spectra.

The position of the three —OH groups was confirmed by the interactions on the HMBC
spectrum of H4 (1) with C9, C10 and C3; interaction of H2 with C9, C1 ', C6' and C2 ';
interaction of H6 with C10, C8 and C7; Interaction of H8 with C10, C7 and C6.

From analyzing the spectrum data of El and comparing with the reference, it is
confirmed that E1 is 2- (3,4-hydroxyphenyl) chroman-3,5,7-triol.

Structural formula of LTE1ET1:

4. CONCLUSION

By repeating chromatographic method, 2 compounds from n-hexane and ethyl acetate
segments of the positive fungi (Rhopalocnemis phalloides junghun) were isolated.
Combining methods of infrared spectroscopy, mass spectra, one-way, two-dimensional
nuclear magnetic resonance spectroscopy, and comparing their spectral data with published
literature, the chemical structure of triglixerite (1), 2- (3,4-dihydroxyphenyl) chromane-
3,5,7-triol (2).

This is the first time these compounds have been isolated from the Tich duong
mushrooms collected in Son La.



TAP CHi KHOA HOC - SO 31/2019 | 121

10.

REFERENCES

Pham Hoang Ho (2004), “Vietnam Grass”, Episode 2, Young Publisher, pp. 140-141

Do Huy Bich and colleagues, Medicinal plants and medicinal animals in Vietnam, Publisher.
Science and Technology, T1, Tr. 555 (2006).

Do Tat Loi (2000), Vietnamese medicinal herbs and herbs, Publisher. Medicine, Tr. 914.

Cam Thi Dinh, Nguyen Thi Hong Van, Tran Thi Quynh Trang, Phan Anh Tuan, Nguyen
Thanh Huong, Pham Quoc Long (2014), Study on chemical composition of ethyl acetate
extract of poplar tree (Balanophora laxiflora Hemsl.) In Vietnam, Journal of Science and
Technology, 52 (5A), 96-100.

Gai-Mei She, Ying-Jun Zhang, Chong-Ren Yang (2009), Phenolic Constituents from
Balanophora laxiflora with DPPH Radical-Scavenging Activity, Chemistry Biodiversity, 6 (6),
875-880.

Xiaohong Wang, Zizhen Liu, Wenlin Qiao, Ruiyang Cheng, Bin Liu and Gaimei She (2012),
Phytochemicals and biological studies of plants from the genus Balanophora, Chemistry
Central Journal, 10, 1186-1752.

Jiang ZH., Wen XY., Tanaka T., Wu SY., Liu Z., Iwata H., Hirose Y., Wu S., Kouno L
(2008), Cytotoxic Hydrolyzable Tannins from Balanophora japonica, J. Nat. Prod., 71(4), 719-
723.

Wen-Fei Chiou, Chien-Chang Shen and Lie-Chwen Lin (2011), Anti-Inflammatory Principles
Jfrom Balanophora laxiflora, Journal of Food and Drug Analysis, 19(4), 502-508.

Shang-Tse Ho, Yu-Tang Tung, Chi-Chang Huang, Chao-Lin Kuo, Chi-Chen Lin, Suh-Ching
Yang, and Jyh-Horng Wu (2012), The Hypouricemic Effect of Balanophora laxiflora Extracts

and Derived Phytochemicals in Hyperuricemic Mice, Evidence - Based Complementary and
Alternative Medicine 2012, 1-7.

Babady-Byla, Werner Herz (1996), Triterpenes and 1-(w hydroxyceratyl)glycerols from
Pentaclethra eetveldeana root bark, Phytochemistry, 42(2), 501- 504.

BUOC PAU PHAN LAP VA XAC PINH CAU TRUC MQT SO HOP
CHAT HU'U CO CUA CAY NAM TiCH DUONG
(RHOPALOCNEMIS PHALLOIDES JUNGHUN) THU TAI SON LA

Tém tdt: 2-(3,4- hydroxyphenyl) chroman-3,5,7-triol da dwoc phan ldp tir cdy nam tich
dirong Rhopalocnemis phalloides junghun. Cdu triic héa hoc cia cdc hop chdt nay dwoc
xdc dinh bang cdc phirong phdp phé céng huong tir hat nhén 1 chiéu va 2 chiéu ciing nhu
két hop so sdnh véi tai liéu tham khdo.

Tir khoa: Balanophoraceae, Rhopalocnemis phalloides junghun, phenolic.
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RESEARCH ON MANUFACTURING MATERIALS FROM LATERITE
TO TREAT WASTEWATER IN NOODLE PRODUCTION VILLAGES,
NOODLES IN SUBURBAN AREAS OF HANOI
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Abstract: The noodle production village play an important role in the development of the
local economy, as well as preserving the long-standing value of cultural traditions.
However, the recent expansion of production has increased the risk of environmental
pollution, greatly affecting the health of local people as well as landscape and ecology.
Based on the analysis of Phu Do noodle production village wastewater, the study
determined the ability of laterite to treat wastewater, contributing to environmental
protection as well as the sustainable development of region as well as the country in the
near future
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1. INTRODUCTION

Among handicraft villages in Hanoi, noodle making village, noodle cake, in the field
of food and food processing, is one of the traditional trade villages that have long been
known. In Hanoi, especially in the suburbs, there are many establishments, households
involved in the production of noodles, noodle cake, providing dozens to hundreds of tons
of vermicelli and noodles every day. Dynamic eating, processing of not only the people of

the capital, but also for neighboring provinces and regions to export to other countries.

However, currently in the city, there are only a few villages producing vermicelli,
noodles with the focus of Phu Do trade village, or Minh Khai craft village (Hoai Duc
district), and other areas of employment, vermicelli, noodle cake is only a small scale of a
few households, such as the village of Mang Trach (Co Loa, Dong Anh), or in Quoc Oai
and Thach That districts.

Due to manual and dispersed production, the treatment of trade village wastewater in

general and noodle production villages in particular is very difficult. This has
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consequences for air pollution, pollution of surface water and groundwater, greatly
affecting the health of residents living in the village area [3].

There have been a number of studies evaluating the environment of craft villages,
vermicelli production villages and noodle cakes. However, the treatment of this wastewater
with materials made on laterite has not been studied [1; 2; 5].

To overcome this problem, the study of treatment at the source of noodle production,
noodle cake is necessary and suitable to the local economic conditions.

This article introduces the initial studies using laterite to make materials to treat
wastewater in noodle production villages, pho noodles in Phu Do, Tu Liem, Hanoi.

2. EXPERIMENT

2.1. Survey and assess the status of pollution in craft villages

- Reference documents

- Actual survey

2.2. Research on manufacturing treatment materials from natural sources
(laterite)

Within the scope of research on resources and funding of the topic, the research team
selected the determination of the waste water composition of the village identified by the
surface water system in the production area.

To assess the current status of surface water environment in the village Phu Do, the
research team took samples at 5 locations in 2 phases: October 2018 and February 2019.

Table 1. Sampling location

Sample
No of waste Places Coordinates

water
1 NMI1 Nhue River 21°00'48.5"N 105°45'51.8"E
2 NM2 Phu Do pond 21°00'35.5"N 105°46'01.5"E
3 NM3 Nhue River 21°00'37.1N 105°45'44.0"E
4 NM4 Phu Do Lake 21°00'37.7"N 105°45'47.8"E
5 NM5 Phu Do channel 21°00'39.2"N 105°45'49.3"E

The sample collected by the research team was then analyzed at the Center for
Environmental Monitoring and Modeling, University of Science, Hanoi National
University.
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Table 2. Environmental monitoring data of surface water in Phu Do village in phase 1

(October 2018)
Targets

Sample of - " ™

waste water pH TSS BOD; COD | Total Coliform NH, PO,

(mg/l) | (mg/M) | (mgl) | (MPN/100ml) | (mgN/l) | (mgP/l)
MNI1 6,11 227 4213 5013 170000 68.88 16,03
MN2 5,47 394 5656 8666 22000 85,12 16,19
MN3 6,26 474 5506 6406 900000 154,02 29,93
MN4 6,59 55 3473 5010 8000 39,76 8,48
MNS5 6,1 96 108,3 278 300000 93,52 0,08
QCVN 08:
2008/BTNMT 55-9 50 15 30 7500 0,5 0,3

The analytical results show that, in addition to the target of pH of organic substances
at the monitoring positions, it is many times higher than the regulations of QCVN 08: 2008
/ BTNMT national technical regulations on quality. surface water. COD content is 9.3 -
288.87 times higher; BOD is 7.22 - 377.1 times higher; The concentration of TSS is 1.1 -
9.48 times higher, the total Coliform is 1.1 - 120 times higher; NH4 + content is 79.53 -
308.04 times higher, PO43- content is 28. 27 - 99.77 times higher than Column B1

(regulating water quality for irrigation or other purposes) Other uses) of QCVN 08: 2008 /
BTNMT.

The presence of high concentrations of NH4 + and PO43- has caused the water
environment in the ponds to be enriched, the algae thrive, causing the phenomenon of
water blooming, stinking water.

Table 3. Environmental monitoring data of surface water in Phu Do trade village, phase 2

(February 2019)
Sample of Targets
waste water pH TSS BOD; COD | Total Coliform NH," PO,”
(mg/1) (mg/1) (mg/1) (MPN/100ml) (mgN/) | (mgP/)
MNI1 6,0 211 3275 3202 150230 57.88 16,03
MN2 5,1 312 4423 6533 20234 68.11 12.34
MN3 5,8 212 5237 5328 670564 134,02 13,7
MN4 6,1 62 2138 4231 7008 42.23 8,48
MNS5 59 78 114,2 250 26900 84.56 0,05
2(%;:/\};{\11,131%/[,1, 55-9 50 15 30 7500 0,5 0,3
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Analysis results show that, in addition to the target of pH of organic matters in the lake
is many times higher than the regulations of QCVN 08: 2008 / BTNMT national technical
regulations on surface water quality. COD content is 8.33 - 217.77 times higher; BOD is
7.61 - 349.1 times higher; TSS content is 1.24 - 4.22 times higher.

Total Coliform: Particularly, the parameter content at the monitoring point NM4 =
7008 is within the permitted limit of QCVNOS8: 2008 / BTNMT. Total Coliform content at
positions NM1 - 2- 3 - 5 is higher than the permitted limit of QCVNOS8: 2008 / BTNMT
from 2.7 to 89.41 times. ; NH4 + content is 79.53 - 308.04 times higher.

The concentration of PO43- is 28.3 - 53.43 times higher than that of QCVN 08: 2008 /
BTNMT (except for the position NM5 of PO43- within the permitted limit of the method).
The value of surface water environmental monitoring parameters through the two
assessments is shown on the charts below.

pH

10
8 mmm  October 2018
6 1 mmm  February 2019
4

= QCVNO8:2008/BTNMT
2 .

——QCVNS:2008/BTNMT
0 -

MN1 MN2 MN3 MN4 MN5
Figure 1. pH at two monitoring sites
500
0 TSS (mg/l)
400
350 mmm October 2018
300
250 e February 2019
200
150 QCVNO08:2008/BTNMT
100
50
0
MN5

Figure 2. TSS at 2 monitoring points
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pH value of surface water environment ranged from 5.5 - 7.0 within the permitted
limit of QCVN 08: 2008 / BTNMT national technical standards for surface water quality.
The value of the second phase pH decreased compared to the first phase.

TSS content in water tends to decrease through 2 monitoring periods. However, the
TSS content in both monitoring periods in all sampling locations exceeded the permitted
limit of QCVN 08: 2008 / BTNMT.

6000
BOD, (mg/1)
5000
4000 - mmm October 2018
3000 mm  February 2019
2000 - ——QCVN08:2008/BTNMT
1000 -
0 - : : . —
MNI1 MN2 MN3 MN4 MNS5

Figure 3. BODS5 at 2 monitoring points

BODS5 content in the regional water environment exceeds the permitted limits of
QCVN 08: 2009 / BTNMT many times and tends to decrease.
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Figure 4. COD at 2 monitoring points.
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Like BODS, the COD content in the water in the local Phu Do village area is very
high, exceeding the permitted standard of QCNVO0S8: 2008 / BTNMT on surface water
quality and tends to decrease.

Tong Coliform (MPN/100ml)

1000000
900000
800000
700000 mmm October 2018
000009 mmm  February 2019
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400000 e QCVINO08:2008/BTNMT
300000
200000
100000 :-

0 - e — | -

MNI1 MN2 MN3 MN4 MNS5

Figure 5. Total value of Coliform at 2 monitoring points
The total value of Coliform in the environment in the area tends to decrease but
not significantly. The content in the positions MN1, MN3, MNS5 is very high in excess of
the permitted limit of QCVN 08: 2008 / BTNMT many times. Particularly, position MN4
in phase 2 has a total Coliform content below the permitted limit of surface water quality
standards.
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Figure 6. NH," at 2 monitoring points

October 2018
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Based on the chart, it is easy to see that the content of ammonium in the country tends
to decrease, except for the MN4 point, but it is not significant. The content of ammonium

in water at two monitoring periods is very high, exceeding the permitted limit of QCVN
08: 2008 / BTNMT.

35

PO, (mg/l)
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==QCVNO08:2008/BTNMT
10

MNI1

MN2 MN3 MN4 MNS5

Figure 7. PO, in surface water at 2 monitoring points
The concentration of PO43- in surface water in Phu Do vermicelli production village
tended to decrease slightly through 2 monitoring periods. However, the content of PO43-

in both batches is very high, exceeding the permitted limit of QCVN 08: 2008 / BTNMT
on surface water quality.

3.3. Fabrication of laterite materials is taken from Thach That district, Hanoi
and processed according to the following process

additives

) Sm.aSh’ [r)i Wash and soak Create Cook at
Laterite sift distiled water 2~ [=== | opiets; size 900°C for 6
through times (1 hour); Add 0.1-0.2cm hours
2mn sieve

Figure 8. Material made of laterite (M1)



TAP CHi KHOA HOC - SO 31/2019 | 129

3.4. Examine the ability of materials in wastewater treatment of vermicelli
production villages, pho noodles

Waste Clarifier Filter Filter Filter W
aste
water | | Clarifier 2 tank 1 |jeemp| tank2 tank 3
TR == (sand) (M1) b (M1)  |msp OUPUL

Figure 9. Layout diagram of wastewater treatment experiment

To determine the role of materials (M1), water samples through settling tanks 1, 2 and
filter tank 1 were taken out to assess color and odor.

By observation, waste water through settling tanks and filter tanks 1 still has an
unpleasant odor and is slightly turbid. Because sand only retains insoluble suspended
matter, the removal of dissolved substances is entirely due to the material made from
laterite (M1).

Results of quality evaluations of waste water after treatment are as follows.

241 Feelings

Odor: the original sour smell has been exhausted, indicating that evaporation solvents
have been removed;

Color: clear, demonstrating that colored or suspended solids components have been

removed.

IA2. Other soluble ingredients

Adsorption efficiency (%) is calculated by the following formula:
Adsorption (%) = (Ci—Co) / Cix 100

In which Ci: the input concentration of the target

Co: output concentration

The indicators after analysis are shown as follows:

a. Target of TSS (Total suspended solid content)

Table 4. TSS index and processing efficiency

Sample of waste TSS (mg/l) processing
water Input Output efficiency
MNI1 277 45 84%
MN2 394 47 88%
MN3 475 62 87%
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Thus, the wastewater treatment system for vermicelli, noodles with laterite material is
proposed, capable of handling suspended solids with an average efficiency of 86%. The

content of TSS in the outlet water is also approximately the permitted limit according to
QCVN

b. BODS index (Biochemical oxygen demand)

Table 5. BODS index and processing performance

Sample of waste BODs (mg/l) . .
water processing efficiency
Input Output
MN1 4213 1023 75%
MN2 5656 1540 72%
MN3 5506 1450 73%

Treatment system with laterite material as proposed, has the ability to handle BODS
with an average efficiency of 73%. However, the amount of BODS in the output water is
still very high, far exceeding QCVN many times.

¢. COD criteria (Chemical oxygen demand)

Table 6. COD index and processing efficiency

Sample of waste COD (mg/l) . .
¢ processing efficiency
water Input Output
MNI1 5013 1290 74%
MN2 8666 2020 76%
MN3 6406 1415 78%

The system has the ability to handle COD, the average efficiency is 76%, but the COD
content is still very large, far exceeding QCVN many times.

d. Total coliform

Table 7. Coliform index and treatment performance

Sample of waste Téng coliform (MPN/100ml) . .
processing efficiency
water Input Output
MNI1 150230 29540 80%
MN3 670564 102430 84%
MN5 26900 5400 80%
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The ability to treat coliform of the proposed system is relatively high, the average
yield is 81%. However, at times when the total coliform is abnormally high, the output
index is still very large, exceeding the QCVN.

e. NH4+
Table 8. NH4 + index and processing efficiency
Sample of waste NH, . .
water processing efficiency
Input Output
MN2 85,12 12,04 85%
MN3 154,02 19,46 87%
MN35 93,52 14.01 85%

The proposed system is capable of handling NH4 + Ion in a sample of vermicelli

wastewater, average performance reaches 85%. However, the amount of ammonium ion in
the output water is still higher than the permitted level according to QCVN.

g. P043'
Table 9. PO43- index and processing performance
Sample of waste PO,” processing
water Input Output performance
MNI1 16,03 24 85%
MN2 16,19 1,96 88%
MN3 29,93 3,06 89%

Thus, the wastewater treatment system has the ability to process ion PO43-, the

processing efficiency is relatively high, averaging 87%.

4. CONCLUSION

The water treatment system proposed with mechanical methods combined with laterite
materials to treat wastewater of the vermicelli production village, Phu Do is the deodorant
and color. Using materials to treat waste water from laterite - an available and cheap
materials is a promising research direction that needs further study.

However, the treatment is not really thorough, the processing efficiency has not really
met the expectations, need to be studied further.
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NGHIEN CUU CHE TAO VAT LIEU XU LI NUOGC THAI LANG
NGHE SAN XUAT BUN, BANH PHO TAI KHU VU'C NGOAI
THANH HA NOQI 55TU PA ONG

Tém tit: Lang san xudt bin, banh phé déng mét vai tro quan trong trong sw phdt trién
ciia nén kinh té dia phirong, ciing nhuw bdo ton gid tri lau doi cua truyén théng van héa.
Tuy nhién, viéc mé réng san xudt gan ddy da lam tang nguy co' é nhiém moi truong, dnh
huong 16n dén sirc khée ciia nguoi dan dia phwong ciing nhu canh quan va sinh thdi.
Duea trén phén tich nwéc thdi lang san xudt mi Phii D6, nghién ciru da xdc dinh kha néing
xir Iy nude thdi cia dd ong, gop phan bio vé moi trwong, déng gop su phdt trién bén
vitng ciia khu vue ciing nhu dat nuede trong twong lai.

Tir khéa: Laterit (Dd ong), san xudt biin, Phii D6, nudc thai, xit Iy...
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