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GALERKIN METHOD WITH CUBIC B - SPLINE
FOR SOLUTION OF THE GRLW EQUATION

Nguyen Van Tuan', Nguyen Thu Thuy?
'Hanoi Metropolitan University

Hanoi Metropolitan University

Abstract: In this paper, numerical solution of the generalized regularized long wave
(GRLW) equations are obtained by using Galerkinmethod with cubic B — splines.
Applying the von — Neumann stability analysis, the proposed method is shown to be
unconditionallystable. The numerical algorithm is applied to some test problems
consisting of a single solitary wave for the GRLW equation and the RLW equation. The
numerical result shows that the present method is a successful numerical technique for
solving the GRLW equations.
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1. INTRODUCTION

In this work, we consider the solution of the GRLW equation
u; + auy + euPuy — pugy = 0, (1)
X € [a,b],t € [0, T], with the initial condition
u(x,0) = f(x),x € [a, b], ()
and the boundary condition
u(a,t) =0,u(b,t) =0
{ux(a, t) = uy(a,t) =0, (3)
where o, €, |, p are constants, i > 0, & > 0, p is an positive integer.
The equation (1)is called the generalized equal with wave (GEW) equation if a = 0,

the regularized long wave (RLW) equation or Benjamin — Bona — Mohony (BBM)
equation if p = 1,p = 1, etc.
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Equation (1) describes the mathematical model of wave formation and propagation in
fluid dynamics, turbulence, acoustics, plasma dynamics, ect. So in recent years, researchers
solve the GRLW and RLW equation by both analytic and numerical methods.

In this present work, we have applied Galerkin method with cubic B — spline to the
GRLW equation and the RLW equation. This work is built as follow: in Section 2,
numerical scheme is presented. The stability analysis of the method is established in
Section 3. The numerical results are discussed in Section 4. In the last Section, Section 5,
conclusion is presented.

2. GALERKINMETHOD WITH CUBIC B - SPLINE

The interval [a, b] is partitioned in to a mesh of uniform length h = x;,; — x; by the
knots x;,i = 0, N such that
a=Xy <X < <XxXN_1<Xy=Dh

Our numerical study for the GRLW equation using the Galerkin method with cubic
B-spline is to find an approximate solution U(X, t) to exact solution u(x, t) in the form

UGk t) = XL 8i(DB; (%), )
B;(x) are the quintic B-spline basis functions at knots, given by [10].
(x = xi—2)%, Xji—2 SX = Xj—1
) h3+ 3h2(x —xj_1) + 3h(x — xi_1)? = 3(x — xj_1)3,Xj_1 S x < x;
Bi(x) = ') h3+ 3h? (X1 — %) + 3h(Xj41 — %)% = 3(Xip1 —%)%% S X< X541 (6)
Xivz — %), Xi+1 = X = Xj42
0, otherwi s.e

The value of B;(x) and its derivatives may be tabulated as in Table 1.
Uj = 8i_1 + 48 + 8i41

, 3
Ui=y (—=8i—1 + 8i11)
r 7 6
U= ﬁ(51—1 — 28; + 6i11).

Table 1. B;, B';, and B' | at the node points

X Xi—2 Xi-1 Xj Xi+1 Xit2
B;(x) 0 1 4 1 0
3 3
B'i(x 0 — 0 - 0
i®) b -
s 6 12 6
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From (5) we see that, for cubic B — spline B;(x) covers four finite interval, so each
interval [X;, Xj4+1]is covered by four splines. Assumethat hn = x — x;, n € [0, 1]. Hence,
the cubic B — spline (5) depending on variable n € [0, 1] are defined

{31-1(71) = (1-7%Bm=1+310-n+31-n?-3(1-7n)°
Bir1(n) =1+ 3n+3n% —3n%Bj;,(m) = n°.
Now, each interval [X;,X;41],i = 0, ..., N — 1 we have
Un,t) = 27, 8B, i=0,..,N—- 1,7 €[0,1]. (7)
The nodal values of element of U, U’, U” are defined as follows
Uj = 8i—1 +48; + 8i41
U = 3(=8i_1 + 8i41)
U {=6(8i_1 — 28; + 8i41)-

(6)

When applying the Galerkin’s approach with weight function w(x) to Eq. (1), we get

fab w(u; + auy + euPuy — pug,)dx = 0. (8)
Implementing the change of variable x to integral (6), we have
1
Jy W(ut + %un + Eupun — h%unnt) dn = 0. 9)
Applying partial integration one to (7), this leads to the following equality:
1 + 1
fo w (ut + %un + Bwnunt) dn = Bwuy, |0, (10)

where y = euP, 3 = h—uz Substituting cubic B — splines (6) instead of the weigh function

w(x) and trial function (7) into (10), we get
1 I n! v 1] & +y 1 ’
me2  |(J, BiB; + BB'B;) dn — BB;B, |O] 8¢ + X2, (S [ B Bdn) 8¢ = 0, (11)

where m = 0, ..., N-1. Assume that §° = (8,1, 811 Sms1, Oma2) >, m =0, ...,N — 1, and

the dot states differentiation to t, which can be written in matrix form by
[A° + B(B® — C*)]85 + <X D°5° = 0, (12)

where

20 129 60 1

e [nna _ 1 [129 1188933 60
Ay = fBlBld“_Mo 60 9331188 129
0 1 60 129 20

; (18 21-36 -3

e [waa _1[21 102-87 -36
Bjj = fBlBJd“—lo 36 -87102 21
0 ~3 -3621 18
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L 0-1 0
e _awll_ 1 (a4 —1-2 1
Gy = BlBllo_Mo 1 —4-1 4

0 -10 1
. ~10 -9 18 1

1 [-71 —150183 38
€ — . ,. _ —_
Djj = fBlBld“ 120\ —38 —183150 71
0 -1 -18 9 10
p
Lj=m-l,mm+1,m+2y= s(@) = 2%(8m_1+46m+8m+1)p.

From Eq. (12), m = 0, ..., N — 1, we can see that
[A+B(B—O)]8° + =XDes® = 0, (13)

where § = (8_4, ..., 8n41)". The A, B, C and D are septadiagonal matrices and their line
of mis

1 1
A= 120 (1,120,1191,2416,1191,120,1),B = 10 (—3,—-72,—-45,240,—45,-72,-3)

1
C = (0,0,0,0,0,0,0), D= %(—1, —56,—245,0,245,56,1)

1
YD = o5 (=v1, —18y;s — 38yz, —9y, — 183y, — 71y5, 10y, + 150y, — 150y,
— 10y4, 71y, + 183y3 — 9y4,38y3 + 14v4,V4)

where
€ €
Y1 = 2_p(8m—2 +58m-1 + 58 + Oy )P y2 = 2_p(8m—1 + 58y + 58m41 + Omy2)®,
€ €
Y3 = E(Sm + 58m+1 + 58m42 + Om+3)P Ve = 2_p(6m+1 + 58m+2 + 58m+3 + Sm4a)’

Because & = i(S““ - 8,8 = %(5“+1 + 8"), from (13) we obtain the matrix

system

[A+pB-0) + 22|51 = [A+p(B - ) - L% p|sn, (14)

Using the boundary conditions given by Eq. (3), the (N + 3) X (N + 3)system (14) is

reduced to (N + 1) X (N + 1) matrix system. Since the row m of A, B, C and D has seven
element, we have

n+1 n+1 n+1 n+1 n+1 n+1 n+1 __
a16m—3 + 325m—2 + a36m—1 + a48m + a56m+1 + a66m+2+ a76m+3 -

=a;0m_3 +ag8m_» +as0n—1 + @40 +a38n4q + 22804, + 218545 (15)
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where
1 3B (a+y)At 120 728 (56a+ 18y, + 38y,)At
7140 107 40n 2T 140 10 40h
1191 458 (—245a+ 9y, — 183y, — 71y;)At
B30 10 T 40h
2416 2408 (10y; + 150y, — 150y; — 10y,)At
=720 T 10 T 40h
1191 458 (245a+ 71y, + 183y; — 9y,)At
=720 10 T 40h
120 728 (56a+ 18y, + 38y3)At
% =140 10 40h

1 3B  (a+vy,)At

77740 10"~ 40n
The algorithm is then used to solve the system (7). We apply first the intial condition

Ux, 0) = X2 §7Bi(x), (16)
then we need that the approximately solution is satisfied folowing conditions
U(x,0) = f(x)
U(a,t) = 0,U(b,t) =0 (17)

Uy(a,t) = Uy(a,t) =0,
Eliminating 8°;, 8, from the system (17), we get
ES? =,

where E is the three-diagonal matrix given by

0 .. 001 410
0 .. 0001 4
0 .. 000 O0 1 2

and 8° = (89,89, ...,8%)T, r = (f(x¢), f(x1), ..., f{(xy)) 7.
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3. STABILITY ANALYSIS
To apply the Von-Neumann stability for the system (6), we must first linearize this system.

We have
&' =& exp(i6j h,i =v-1, (18)
where 0 is the mode number and h is the element size.

Being applicable to only linear schemes the nonlinear term UPUy is linearized by
taking U as a locally constant. The linearized form of proposed scheme is given as

alEn+1ei(m—3)6h_l_azzn+1ei(m—2)9h +a3En+1ei(m—1)9h +a4En+1eirrﬁh+

aSEn+1el(m+1)9h + a6zn+1el(m+2)6h+ a7En+1el(m+3)0h — a7znel(m—3)9h +

a()znei(m—z)eh + asznei(m—l)eh + a4zneirrﬂh +
a3Enei(m+1)6h + azznei(m+2)9h+ alEnei(m+3)9h (19)
Simplifying Eq. (13), we get
_ Al - lBl
€_A1+B{

where
A, = (a7 +a;) cod3d) + (ag + az) co2¢) + (a5 + az)cosh + ay,
By = (a; —ay) cod3d) + (ag — az) co(2¢) + (a5 — az)cosh.
& = 6h.
It is clear that |&| = 1.

Therefore, the linearized numerical scheme for the GRLW equation is unconditionally
stable.

4. NUMERICAL EXAMPLE

We now obtain the numerical solution of the GRLW equation for some problems. To
show the efficiency of the present method for our problem in comparison with the exact
solution, we report L., and L, using formula

Lo = max ;|U(x;, t) — u(x;, D),

1

L, = (hZW(Xp t) — U(Xi't)|2>2.

where U is numerical solution and u denotes exact solution.
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Three invariants of motion which correspond to the conservation of mass, momentum,
and energy are given as

b b b
I, = f udx, I, = f (u? + pud)dx, I; = f (u* — pu)dx.
a a a

The exact solution of the GRLW is [5]

u(x,t) = (p+1)(p2-I;2)(c—a)S€CH g ’C;Ca(x—xo—ct) )

where c is positive constant, X, is arbitrary constant.

In the tests problems, we choosef(x) = u(x, 0).

We take p=2,a=1,e=6,u=1,a=0,b =100,x, =40,At = 0.025h=0.2,c =
2,t € [0,10].The values of the variants and the error norms at several times are listed in
Table 2. From Table 2, we see that, changes of variants I, [, and I3from their initial value
are less than 0.02, 0.02 and 0.03, respectively. The error nomrs L,, L, are less than 0.008
and 0.004, respectively. Error graphs are shown in figure 1 att =0, 5 and t = 10.

Some Approximation Graphs of Exact Solution
2.00

— y1=U(x,0)
175 4 — ¥2=Uix5)
— y3 = Uix,10)

T T
60 80 100

Figure 1. Single solitary wave with
p=2c=2,a=1¢e=6a=0,b=100,x, =40,At =0.025,¢t=0, 5, 10
When p=2a=1e=6,p=1,a=0,b=100,%x, =40,At=0.0lh=0.1,c=
1.3,t € [0, 20]. The values of the variants and the error norms at several times are listed in
Table 3.In Table 3, changes changes of variants I; X 10% 1, X 103 and I3 X 10%*from
their initial value are less than 0.9, 0.1 and 0.1, respectively. The error nomrs L,, L, are

less than 0.30499 x 1073 and 0.6 X 10™%, respectively. The plot of the estimated
solution at time t =0, 5, 10 in figure 2.
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Table 2. Variants and error norms of the GRLW equation withp = 2,a = 1,

e=6u=1a=0,b=100x, =40,At = 0.025,h = 0.2,t € [0,10]

t 0 2 4 6 8 10

I 4.442883 4.440755 4.438610 4.436467 4.434329 4.432197

I, 2.847283 2.843751 2.840609 2.837706 2.834883 2.832098

I3 1.866762 1.863292 1.859375 1.855237 1.851048 1.846854
L, x 103 0 1.692562 2.750986 5.967200 11.330402 | 18.583061
L, X 103 0 1.107770 1.782894 4.073369 7.272741 11.376977

Table 3. Variants and error norms of the GRLW equation withp = 2,a = 1,
e=6,u=1a=0,b=100x, =40,At =0.01,h =0.1,t € [0,20]

t 0 4 8 12 16 20

I 3.581967 3.851952 3.581937 3.581923 3.581908 3.581893

I, 1.249960 1.249937 1.249916 1.249900 1.249885 1.249871

I5 0.248839 0.248845 0.248849 0.248848 0.248845 0.248842
L, x 10* 0 1.1928760 1.854964 2.335763 2.726010 3.049922
Lo, X 10* 0 0.734902 1.003855 1.207699 1.378303 1.525412

10

0.8

0.6

U(x,t)

0.4

0.2

0.0

Some Approximation Graphs of Exact Solution

— y1 = U(x.0)
— y2 =U(x,10)
— y3=U(x,20)

20

80

Figure 2. Single solitary wave with

100

p=2c=13h=01,a=1e=6,p=1a=0,
b =100,x, = 40,At =0.01,t=0, 5, 10

We take p=3,c=18h=02,a=15¢e=7,p=1,a=0,b =100,x, = 40,At =
0.025. The variants and error norms are listed in Table 4. In this table, we get, the changes
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of variants I; X 10%,1, X 10and I3 X 10 from their initial values are less than 0.5, 0.1
and 0.2, respectively. The error nomrs L,and L, are less than 5.242345 x 10~*
and0.602344 x 107*, respectively.

When we choose the parameters p=3,c=121,h=0.1,a=12,e=278u=
1,a=0,b =100,x, = 40,At = 0.01. The values of the variants and the error norms at
several times are listed in Table 5. From Table 5, we see that, the changes of variants
I; x 10%,1, x 10%and I3 x 10%from their initial values are less than 0.2, 0.3 and 0.2,
respectively. The error nomrs L, and L are less than 0.2 X 1072 and 0.7 X 1073,
respectively.

Table 4. Variants and error norms of the GRLW equation withp = 3,a = 1.5,
e=7,u=1a=0,b=100,x, =40,At = 0.025h = 0.2,t € [0,10]

t 0 2 4 6 8 10

Iy 5.179062 | 5.178759 5.178455 5.178149 5.177842 5.177535

I, 2.408354 | 2.407931 2.407505 2.407103 2.406719 2.406346

I3 0.880978 | 0.880785 0.800624 0.800422 0.880186 0.879923
L, x 103 0 0.802979 1.347870 1.734118 1.999404 2.156209
Lo X 103 0 0.546362 0.799050 0.968823 1.085402 1.153859

Table 5. Variants and error norms of the GRLW equation withp = 3,a = 1.2,
e=278u=1a=0,b=100x, =40,At =0.01,h =0.1,t € [0,20]

t 0 4 8 12 16 20

I 2.156002 | 2.169113 | 2.181860 2.192123 2.196968 2.193693

I, 0.095914 | 0.095967 | 0.096024 0.096076 0.096103 0.096081

I3 0.000312 | 0.000312 | 0.000112 0.000312 0.000312 0.000312
L, x 103 | 0.866147 | 2.332274 | 5.071251 7.637045 9.587245 10.992184
L, X 103 | 2.703610 | 3.629625 | 3.871343 3.611625 3.109749 2.862487

We choose thequantitiesp = 8,c =1.03,h=0.1,a=1,e=6,u=1,a=0,b =

100,x, = 40, At = 0.01. The numerical computation are done up to t = 20. The obtained
results are given in Table 6 which clearly shows that the changes of the variants I; X
10,1, x 103 and I3 X 10°from their initial value are less than 0.5, 0.2 and 0.3,
respectively. The error nomrs L,, L, are less than 0.011 and 0.0012, respectively. Solitary
wave profiles are depicted at time levels in Figure 3.
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Table 6. Error norms for single solitary wave for the wave of the GRLW equation with
p=8a=1e=6u=1,a=0,b=100,x, =40,At = 0.01,t € [0,20]

t 0 5 10 15 20

I 11.310061 | 11.315842 | 11.321569 | 11.326921 11.327968

I, 5.291757 | 5.291739 5.291719 5.291698 5.291671

I5 2.181899 | 2.181908 2.181954 2.182018 2.182092
L, x 103 0.307304 | 1.202922 2.554735 3.682438 4.489347
L, X 10% | 0.971254 | 1.535357 1.626896 1.467989 1.257064

Some Approximation Graphs of Exact Solution

— y1=U(x0)
— y2 = Uix,10)
— y¥3 = U{x,20)

0.8 4

0.6

Uit

0.2 4

0.0 —
100

Figure 3. Single solitary wave with
p=8c=103h=01la=1u=1¢e=6a=0>b=100x, =40,At = 0.01,¢=0, 5, 10

Finally, we choose thethe parametersp=1,c=1.03,h=0.1,a=1,e=6,u=
1,a=0,b =100,x, = 40,At = 0.01, for solving the RLW equation. The numerical
computation are done up to t = 20. The variants and error norms are listed in Table 7. In
this table, we get, the changes of variants I; X 10°,1, X 10°and I3 X 10°from their initial
values are less than 0.3, 0.3 and 0.4, respectively. The error nomrs L, and L, are less than
1.8 X 107> and 0.8 x 1075, respectively.

t 0 4 8 12 16 20

I 1.248999 | 1.248999 1.248999 1.248998 1.248998 1.248997

I, 0.124958 | 0.124957 | 0.124957 0.124957 0.124957 0.124956

I3 0.001869 | 0.001869 | 0.001869 0.001869 0.001869 0.001869
L, x 10° 0 8.549214 | 14.228561 18.383282 22.266543 26.328942
Lo, X 10° 0 3.537749 5.399335 7.024708 9.034782 11.037470
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5. CONCLUSIONS

In this work, we have used the Galerkin method with cubic B - spline for solution of

the GRLW equation and the RLW equation. We tasted our scheme through single solitary

wave and the obtained results are tabulaces. These tables show that, the changes of variants

are quite small. The error norms L,, L, for the GRLW equation are acceptable. So the

present method is more capable for solving these equations.

10.
1.

12.
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PHUONG PHAP GALERKIN VOI B — SPLINE BAC 3
GIAI PHUONG TRINH GRLW

Tom tdt: Trong bai bdo nay, nghiém sé ciia phwong trinh GRLW, RLW sé tim dwoc dia
trén co so phuwong phap galerin voi B — spline bac 3. Str dung phuwong phdap Von —
Neumann chung minh duwoc hé phwong trinh sai phdn on dinh vo diéu kién. Thudt todn
dwge véi séng don duoe dp dung giai mot sé vi du. Két qua sé chimg t6 phirong phdp dwa
ra hitu hiéu dé gidi cdc loai phwong trinh trén.

Twe khéa: Phuong trinh GRLW, phwong trinh RLW, spline bdc 3, phwong phdp Galerkin,
phwong phap sai phan hitu han.
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DIAGONALIZING SQUARE MATRICES BASING
ON LINEAR OPERATORS

Hoang Ngoc Tuyen
Hanoi Metropolital University

Abstract: When studying about structures of vector spaces, we do not study separately but
consider them in relations. The tools to define these relations are linear mappings. And,
the effective tools contributing in defining linear mappings are matrices.

There is a class of self-linear mappings of a vector space (with finite generation). It is
said to be linear Operator or linear Transformation. Linear Operators and Matrices are
closedly related since linear operators are defined by matrices. Conversely, for each
square matric, there is a linear operator having a represented matrix which is the
original square matric.

In this article, we mention the simplest square matrics (diagonal form) and the problem
of diagonalizing a square matric as well as the condition for a square matric to be
diagonalizable basing on linear operator. We show that the above relation is a ring
isomorphism among linear operators of space L(E) and rings of square matrices
Mat (K).
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1. INTRODUCTION

In this article, we assume E and F are vetor spaces (with finite generation) over some

field K.

2. SOME EFECTIVE KNOWLEDGE

2.1. Linear mapping

Each mapping: ¢ : E — Fis said to be linear if

P(x+y)=0(x)+o(y)
¢(ax) =ap(x);Vx,ye E,ae K
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Therefore, linear mappings preserve addition and scalar product.
Examples:
The followings are linear mappings
1. Identity mapping:
id.:E—>E
d;(x)=x;VxeE

2. Mapping @ : K" — K™, (n > m) satisfying o
(as, az)
o(a,,...,a,)=(a,,..,a_) |

.. I
Is the projection from K"on K™ |

a K

Figure 1: The projection from K* on
K

K (az a;)
a=a;

3. Mapping ¢ : K" — K" satisfying

N (ay, a)
P(a)50058;50058 150058, ) = (850005855000, 845000,8, )

Is a face reflection a; = a i of the space K"

Figure 2: The reflection K’ over face
a, = a;

2.2. Matrices of linear mappings
Assume @: E — Fis a linear mapping. Fix 2 basises SC E;T C F:
S=(s;5....5,); T =(t,,....t )
The image set @(S): ¢(s,) =a, t, +...+a_t_

o(s,)=a,t +.+a_ t_
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We say that mxn matrices A:=(a;);i=1,...m;j=L..,n are represented
matrixes of ( (according 2 basises S and T).

Hence, to define the represented matrix of ¢ (according S and T), we just need to

combine coordinate columns according T of image vector in the set ¢ (S):

A =

Examples:

1. The represented matrix of identity mapping 1d is the unit matric with respect to

any basis of E.
10 0]
. 0 1
[id; | = 0

2. The projection mapping @ : K" — K™, (n > m) satisfying:
o(a,,....,a,)=(a,...,a_)

Let S and T be 2 basises of K"and K™
Then:

o(e)=t; 1=1,..,m
¢(e;))=0; 1=m+1..,n

And the matric of @ is:

0 0 0
o 1 .. 0 .. O

[(p] = (order mxn)
0 0 .. 1 .. 0]

Comment: If we identify the elements of E and F with their coordinate columns on
the basis of S and T, then all linear maps from E to F are defined by the multiplication of
the matrix represented by the vector of E.
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Theorem 2.2.1
Let A be a matric. We have @(X) = AX for all X € Eif and only if A is represented

matrix of Q.
Proof: If A is represented matrix of ¢ then @(X;) is j ~th column of A (j = 1,..,n).

Then @(X;) = AX;. Forall x € E; x =ax, +....+a, X, we have:

o(x) =a,0(x,) +...+2,0(x,)
=a,(Ax,)+...+a,(Ax,)
=A(ax,)+...+A(a,x,)=Ax

Conversely, assume A = (a;;) and @(X) = AX, forall xe E

Since X; has the coordinate on S which is X; =(0,...,1,...,0) (1 is the j-th) then AX;

has result at j-th column of A. Then:
(P(XJ) = aljyl Tt aijm;(j = la---an)

Basing on the definition, A is the represented matrix of @

2.3. Linear operator and represented matrix of linear operator

Each linear mapping from the space E on E is called a linear operator of E.

A linear operator of E is also said to be a linear transformation on E.

Then, linear operator is the special case of linear mapping when E = F.

To define matrices of linear operators of the space E, we just need fix a basis SC E.
If dimE = n then we also say that the square matric [aij] /(i;j=1,...,n) is the
represented matrix of ¢ according the basis S

Examples
Linear operators and Represented matrix es.

1. Identity mapping in the above examples and its represented matrix is the unit matric
order n with respect to any basis of E

1 0 .. 0

01 .. 0
0 0 .. 0
0 0 1
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2. The projection on the line a, = 0 of the space K*:
(P(al;az) = (31;0)

The matric of the projection according basis systems of the plane K’is

1 0
0 0
3. The reflection over the line a, = a, of the space K*:

o(a,;a,)=(a,;a,)

The matric of @ according the basis of K’ is

0 1
1 0
Theorem 2.3.1

The correspondence among linear operators and their matrices is an isomorphism
amoL(E) and Mat_(K)

Proof: Since L (E) and Mat_(K) are two vector spaces, dimL(E) = dim Mat_(K)=

n’ then the above correspondence defines an isomorphism among two spaces. This

correspondence preserves the multiplication and the matrix of the product of the two linear
operators, which is the product of the two matrixes of the linear operators.

However, the matrix of a linear operator also changes as we change the basis.
Theorem 2.3.2

Let S and T be two basis of the vector space E and P is the matric transformed from S
to T. If A and B are presented matrix of the linear operator (¢ of E then.

B=P'AP
Proof: This is the special case of linear mapping when E =F
and S, =S, =S,T, =T, =T withP, =P, =P
Example

Let ¢ be a linear operator of the space E. The represented matrix of (0 with respect to

S=(x,,X,) is:
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L

AssumeT = (y,,y,) is also a basis of E

Y, =X —2X,
Yo ==X TX,
Now, we want to find represented matrix of ¢ with respect to basis T.

By presenting vectors in T according S, we have the matric changing basis from S to T:

S

And the inverse of P:

S RN

And the represented matrix of (0 in basis T:

e ] W P S

The above theorem allows us to classify the matrix of linear operators by the following
concept:
2.4. Concept of similar matrices

Two square matrices A and B with same order is said to be similar (Denoted by

A =~ B) If there exists an inversible matric P such that

B=P'AP
Similar relation is an equivalent relation among matrices.

According the above examples, 2 matrices

4 3 5 -1
A= and B=
{—1 1} {7 0}

Is similar (over K)
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Two square matrices is similar if and only if they are represented matrixes of the same
operator.

Indeed, if A and B are represented matrix es of the same operator then A = B basing
on theorem 1.3.2

Conversely, assume B=P ™' AP for P is inversible.

Let A be the represented matrix of the linear operator ¢p of space E according a basis

S. Then, we can choose a basis T in E such that matric transformed from S to T is P.

Basing on the theorem 1.3.2 then B must be the represented matrix of ¢ according the
basis T.

The above concept gives us an interesting view of the relation among two matrices of

a linear operator in two different basises.

For each linear operator of E, when fixing a basis (S) C E we can identify @ with a

matric, A: VX € E: @(X) = Ax

3. STRUCTURE OF LINEAR OPERATOR

3.1. Stable space
Let®: E — E be a linear operator of E.

The study over the whole space E is difficult (since E is too large). To resolve that, we
restrict @ on a subspace E’of E. However, to preserve that @ still is the linear operator of

the space E’, the subspace E’ must have a special property. It's a stable subspace:

The subspace E’ of E is called a stable space with respect to @ if ¢(E") c E'.

For any linear operator (0:E — Ethen then the following subspaces are stable:

{0}; E, they are trivial subspaces of (. The problem is to define which stably nontrivial

subspaces ¢ has.

By the definition we can see that E is stable with respect to ¢ since @(E)=E.

Moreover, Kernel space Kere = {X eE:p(x)= 0} is also stable with respect to @. If
@ is not automorphic then Kere # {O} is a stably nontrivial subspace of .

Also, @ has other stable subspaces.
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Example:
1. If we have a projection on a line, then that line is a stably nontrivial subspace.

2. If we have a reflection over a line, then that line and its orthogonal line are stably

nontrivial subspaces.
The following criterion allows us to check whether a subspace is stable with respect to
@ : The subspace E' C E is stable if and only if the image of a generation of E'is inE’.
Indeed, by the definition of stable subspaces, we just need to prove the converse part.
Assume that S’ is a generation of E'and ¢(S") C E'. Since any x € E’ is a linear

combination of S’ then (X) is also a linear combination of ((S"). Hence, p(x) € E'.

The concept of stable subspace plays an important role in finding a simpler form for
the matrices of the linear operators. The above statement is confirmed by the following

theorem:

Theorem 3.1.1. Assume E=E, @ ...®E_ is the direct sum of stable subspaces
E,,...,E, . LetS,S,,...,S be basises of E,E,,...,E such thatS=S U...US . Let A be
the matric of the linear operator @ according S, A,,..., A are respectively matrices of @

restricted on E ..., E_according S,,...,S,. We have:

‘A, 0 .. 0]

0 A, .. 0
A=

0 0 0 A |

We arrange S in the order of the elements in S|, then similarize to the elements in S,,

.. and finally to the elements in S . Then A will have the above form.

Matrix A is the simplest form if the matrices A,,..., A have the smallest order. That
means, we must find an analysis of E as the direct sum of the stable subspaces such that
these spaces have the smallest possible dimension.

This problem leads to finding one-dimensional stably subspaces. And every one-

dimensional subspace of E is generated by a vector X #(0and represented as

E ={ax/aeK}.
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Lemma 3.1.2

E_ is a stable subspace of linear operator ¢ if and only of there exists a number

¢ € Ksuch that ¢(X) =cX.

Proof. If E_ is a stable subspace then @(X) € E_. That means there exists ce K
such that @(x) =cx.

Conversely, if @(X) = cX then @(ax) =a@p(x)=acx € E_forallaeK.

The numbers c in this lemma play an important role in analyzing E as the direct sum
of the stable subspaces.

3.2. Eigen vector and Eigen value

A number ¢ € K is said to be an eigen value of @ if there exists a vector X # 0 of E
such that @(x)=cX. VectorX # 0 is said to be eigen vector of (p with respect to c. The
set of all eigen values of @ is said to be the spectrum of .

Examples:

1. The identity mapping id, has unique eigen value 1 and any vector X # 0 is eigen
vector.

2. If @ is not auto-isomorphic then ¢ has an eigen value 0 and Kere — {0} is the set
of corresponding eigen vectors.

3. Let @ be the projection ¢(a,,...,a )=(a,,...,a,,0,..,0); (m<n). Then
c(a,,...,a, )=(a,..,a_,0,..,0)if and only if a =..=a_=0 or ¢ = 1,

a ,=..=a,=0.

m+

Hence, ¢ has 2 eigen values which are 0 and 1 and the set of corresponding eigen

vectors 1S:

{(al,...,an) eK':a, =..=a =O}—{O}

m

{(al,...,an) eK':a_,=..=a, :0}—{0}

3.3. Matrices diagonalization and diagonalizable linearly operators

In application or computation, instead of working with the linear operator ¢, we work

on its represented matrix. To reduce the work, for every linear operator@: £ — E, if
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possible, we want to find a basis S in E such that the represented matrix of ¢ according S

has the simplest form (diagonal form). That means:

a, 0 .. 0]
0O a, .. O
[¢] = * (aij =051 # j)
S
i 0 0 O a,, |

Finding a basis of E in such in this basis, the represented matrix of ¢ is diagonal, is
called diagonalizing @ . If there exists such a basis, we also assert that the linear operator
@ i1s diagonal.

When studying about the structure of a linear operator, beyond finding a basis of space

such that its represented matrix is diagonal, an interesting problem is the condition for a
linear operator to be diagonalizable.

Let the represented matric of ¢ according a given basis be:

a“ a12 aln
A= ay Ay ... 4y,
_anl an2 ann_

A is said to be diagonalizable if A is similar to a diagonal matric:

a, 0 .. 0]

0 a, .. O o

B= (a; =0;i # j)
0 0 0 a,,

However, A and B are similar if and only if they are represented matrices of the same
linear operator. That means according a basis S, the represented matric of ¢ is diagonal. It

means @ is diagonalizable

a, 0 .. 0

0 a, ... O

[¢]S::B: (aij:O;i;tj)
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The linear operator ¢ of the vector space E is called diagonalizable if it can be

represented by a diagonal matrix.
Example: The projection ¢(a,,...,a,)=(a,,...,a,,0,...,0); (m<n)

is diagonalizable since matric of (0 according the natural basis of K" has the form

1 .. 0 .. O]

O . . .0

The following theorem shows that a linear operator is diagonalizable if and only if E
has a basis including eigen vectors of .

Theorem 3.3.1. Let S = {X1 , ...,Xn} be a basis of E. The matrix of the linear operator
(paccording S is a diagonal matrix if and only if X,,..., X are eigen vectors of (. Then
the components on the diagonal of the matrices are eigen values X,,..., X

Proof. A matric of the linear operator (0 according S is diagonal if and only if there
exist numbers ¢, € K such that @(x;)=c,x, foralli=1,...,n.

That means ¢, is an eigen value and X, is the corresponding eigen vector.

We have the following condition for the system of linearly independent vectors: Let

X,,..., X be eigen vectors of the linear operator ¢ and c,,...,C, are corresponding eigen

values. If C,,...,C, are totally different then X,,...,X, are linearly independent.
Indeed, If r =1 then X, # 0 is linearly independent.
For r > 1, assume we have the linear relation
ax, +..+ax, =0
Since @(X;) = c,X; then
acXx, +...+acx, =a0(x,)+...+a,0(x,)=0¢(ax,+..+ax,)=0

Subtract the right-handed side of the above formula for the product of ¢ with the

right-handed side of the originally linear relation, we obtain:
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al (Cl - Cr)Xl to.+ ar—l (Cr—l - Cr )Xr—l = 0

By induction, we may assume that X ,...,X _, is linearly independent. Hence
a,(c,—c)=..=a_,(c,_,—c)=0

Sincec,...,C, are totally different then a, =...=a_, =0

It implies a X, = 0. Since X, # 0 then we also havea_ =0

Therefore, X,,...,X_ are linearly independent.

The above theorem gives an assertion: If dimE = n then each linear operator of E has
at most n distinct eigen values.

Indeed, since (0 can only have at most n linearly independent eigen vectors, then @

can only have at most n distinct eigen values.

And if dimE = n and the linear operator (¢ has n distinct values then ¢ is

diagonalizable.
For examples:

1. The reflection @(a,,a,) =(a,,a,). The matric of ¢ according the natural basis of

K? is
0 1
1 0

If p(a,,a,)=(a,,a,)=c(a,;,a,) then a, =ca,; a, =ca,

It implies thatc® = 1. We see that @ has 2 eigen values which are 1 and -1. Therefore

¢ is diagonalizable and based on the definition 2.1.1 then ¢ can be represented as the

o

On the other hand, a matric A is said to be diagonalizable if A is similar to a diagonal
matric. Moreover, 2 matrices are similar if they are represented matrices of the same linear

operator. Then
0 1 1 0
and are similar.
1 0 0 -1

diagonal matric
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0 1
In the other words, L O} is diagonalizable

-5

8 -2 0
2. The matric LO } is also diagonalizable since it is similar to { 0 J

3. The linear operator ¢ of K has the represented matric according the natural basis
which is
1 2 -2
A=/1 0 3
I 3 0

The question is whether there exists a diagonal matric which is similar to the matric A?
Since A 1s the represented matric of (¢ then we can represent ¢ by the formula

¢@(x) = AX. Hence @ and A have the same sets of eigen values and eigen vectors.
The characteristic equation of A:
det(A-Al)=0
Has 3 solutions which are -3; 1 and 3. They are eigen values of ¢ and A.
The sets of corresponding eigen vector are CX, = {C(6,—7,5)}; CX, = {C(—Z,l,l)}
andcx, = {0(0,1,1)}

Since 3 eigen values are different then the system of eigen vectors X,,X,,X; is

linearly independent and is a basis of K. Since ¢ is diagonalizable then the reprentation
matric of () according the basis system X,,X,,X; is a diagonal matric B which is similar

to A. That means A is diagonalizable.

-3 0 -0
A=B=0 1 O
0 0 3

Comment:

We also have E, =<x,>= {0(6, —7,5)}; E,=<x,>= {C(—Z,l,l)}vé
E, =<x,>= {C(O,l,l)} for ce K are one-dimentional stable subspaces of E with
respectto @ andE=E @ E, ®E,
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4. CONCLUSION

The article is about the problem of matrix diagonalization but is mentioned from the
linear operator of the vector space point of view. The reason is that the two concepts of
square matrices and linear operators are closely related. The above correspondence is a
ring isomorphism between L(E) and L (E).

REFERENCES

1. Nguyén Duy Thuén (2004), Linear Algebra, - Pulishing House of Hanoi National University
of Education.

2. Nguyén Hiru Viét Hung (2001), Linear Algebra, - Pulishing House of Vietnam National
University.

3. Lé Tuin Hoa (2001), Modern Algebra, - Pulishing House of Vietnam National University.

4. Tran Van Hao (1977), Premium algebra (Volume 1. Modern Algebra), - Educational
Publishing House.

5. Ngo6 Thuc Lanh (1982), Linear Algebra, - Publishing House of Colleges and Universities.

CHEO HOA MA TRAN VUONG
DUOI GOC PO TOAN TU TUYEN TIiNH

Tom tat: Khi nghién ciru cau triic ciia khéng gian véc to ta khéng nghién ciru chiing mot
cach don lé ma dat chung trong moi lién hé véi nhau. Cong cu dé xac lap moi lién hé do
la cdc dnh xa tuyén tinh. Tuy nhién, ngén ngit hitu hiéu gitip cho viéc mé ta cdc anh xa
tuyén tinh chinh la ma trdn.

Cé mét I6p cdc tw anh xa tuyén tinh cia mét khong gian véc to (hitu han sinh), goi ld
Todn tir tuyén tinh hay phép bién doi tuyén tinh. Todn tir tuyén tinh va ma trdn cé mot
méi lién hé chat ché. Boi Toan tir tuyén tinh xdc dinh boi ma trgn va nguoc lai, voi méi
ma trgn vuong at sé cé mét Todn tir tuyén tinh nhdn ma trgn d6 1 ma tran biéu dién.

Bai viét nay, dé cdp t6i ma trdn vudng dang don gian nhdt (36 la dang dwong chéo) va
bai toan chéo hoa mot ma trgn vuéng ciing nhw diéu kién aé mot ma trdn vuong chéo hoa
dwoe dudi géc do Todn tik tuyén tinh nhir mot khang dinh da c¢6: Méi twong img trén la
mét sw dang cdu gitka vanh cac Todn tir tuyén tinh cia khéng gian L(E) va vanh cdc ma
trgn vuong Mat (K) .

Tve khoa: Toan tir, ma trdn,co so, chéo hoa...
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Abstract: In this paper, we investigate the effects of the vector unparticle on ete™ > yy
processes. The numerical results show that the cross-section with unparticle effects
should be about 10" time larger than the ove without unparticle effects. This could have
important implications for dark matter searches
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1. INTRODUCTION

As well known, astrophysical observations have shown that Dark Matter (DM) exists
in our universe. In several extensions of the standard Model, dark matter fermions are
postulated [1-5]. On the other hand, searching for the new physics effects, the e'e” linear
colliders have an exceptional advantageons for its appealing clean background, and the
possibilitty for the options of ey and yy colliders based on it.

Very recently, we have investigated unparticle effects on Bhabha scattering [6] and on
axion-like particles production in e’e” collisions [7]. In this paper, we extend the previons
study [4] to obtain the production of dark matter fermion in the annihilation of the
electron - positron pair via unparticle exchange.

2. THE CROSS SECTIONS

We need to note that the unparticle electron - positron vertex

1
VU(ﬁc* - W(Clﬂ/u + 027//\/5) (1)
U
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and unparticle - dark matter fermion y- antidark matter fermion jy vertex

(A7 + A2yus)- ()

1
Vu XX — AdU 1

The propagator of a vector unparticle has the form

iAdy a  P'PY 2 \dy—2

_ My (g _p2?_ U 3

2sin(dU7r)( g P2 ) ie) , @)
5/2

A, — 167°°T(dy + 1/2) @
v (2m2d0 )T (dy — DI'(2dy).

e (ky) x{qq)
Now, let us investigate the effects of

unparticle on e’ (k2)e (k1) —"— x(q1) 7(q2) AR
process. This process is described by the

Xlaz)
Feynman diagram presented in Figure 1. ¥ika)

The amplitude for this process is Figure 1. Feynman diagram for e*e~ — x

given by process via a vector unparticle.

1
iM =i(k,) (ﬁiﬁm + t"e'm’s)) ulky)

iAg, P’ s g
2sin(du7r)( 9t )( 7 i)~

) 1 &)
X t(q) ( A 1()\1%+/\2%75> v(ga)-
. _ iAay, P2 _ s \dy—2 —
By putting F = —AZUdU_22sin(dU7r)( P? —ie)=2and ys=y
We have
iM =F.[0(k2) (c17, + cavuys) u(kr)] X [@(qr) ()\17“ + )\27“75) v(q2)]- (6)

So, the matrix element square is
|M|* =16 |F|? {Q(C? +3) (A + A3) [(qul) X (kag2) + (k1g2)(k2q1) — (klkz)(%(b)]

+2X(6 4 63) (M2 + ) krka — 2X3(cf + c3)(my — quq2)kiks

+ 8c1caA1 A2 [(klfh)(kﬂh) - (qu"’)(kz(h)] } )
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In center of mass frame, four-momenta of particles are defined
k1= (EX); ky= (E,—k);
q1=(E,9); 2= (E,—q);
p=(a+hk) =4E=s,

where s is the center of mass energy. The differential cross-section can be obtained as

follows
do s 4m? 1 4m?
i =5 Pl V' TX'{(C:{ t )it Ag) li [1 N (1 s X)COSQH]
2 4m’

S

4mi
—4creaNiAan 1 — . cost . (8)

From (8), we get the total cross section is

/ 4m? my 202 L 2\\2 _ \2
o :47ra2.|F|2. 1— ZLX [%( ?-I— Cg)()\% + )\g)x (1- T\) —m(cy +¢3)(A5 = ,\,)}. )

3. NUMERICAL RESULTS AND DISENSSIONS

2
2
_ (1_ mV)] + X332+ 3)+ )\g(cf +c§)<1 — g")

Let us now turn to the numerical

. 1
analysis. We take ¢y =c¢,= N S e
Ay = 1TeV, m,=30MeV, }y= o= 4143 15 et
as input parameters. \, el |

d .
Let us plot EG thewith respect to t2p

cosf for v/s = 100GeV (Figure 2).

08
We give the numerical values of 06
variation of differential cross-section as 04}
function of cosf fors v/s = 100GeV in i m H “H
Table 1 and with respect to v/s for cosf "4 w6 4 02 0 0z 04 06 05 3
=—1 (Figure 3). Figure 2. The variation of differential crosssection

as function of cos for\s = 100GeV
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Table 1. The variation of differential crosssection

da
. an G I ' I ' ' ' : ;lu:| 8
as function of cos for \'s = 100GeV. @ du=17
i du=1.8 ||
Y. 73 du=19
25 (nb) 25
cos@
du=1.6 du=1.7 du=1.8 du=1.9 |
&6 1.678 0.891 0.602 0.732 &
¥ 1.190 0.632 0.427 0.519 i |
-~ 0.7%6 0.417 0.282 0.343 o L —
0 0.465 0.247 0.167 0.203 = sGev) £
qUU 200 300 400 500 600 T00 800 800 1000
a3 0.228 0.121 0.082 0.099 A
0.074 0.040 0.027 0.032 Figure 3. The variation of 99 s function of \s
0.6 : : : do
= 0.005 0.003 0.002 0.185 for cos@ = —1.
.o do .
Table 2. The variation of 0% function of /s for
cosf = —1. oinb)
140 T
— du=16
do
= (nb) =17
Vs (GeV) da 120+ du=18
du=1.6 du=1.7 | du=1.8 | du=19 %=19
100 1.859 0.987 0.987 0.987 1001 1
0 2.454 1718 1718 1718 sl ]
300 2.886 2.376 2.376 2.376 oL |
400 3.237 2991 2.991 2.991
404 ]
500 3.540 3.576 3.576 3.576
600 3.808 4137 4137 4137 x| e — ]
b Vs(Gev)
— 4.050 4.680 4.680 4.680 P ) ) ) ) ) ) ,
00 200 300 400 500 600 700 800 900 1000
4.272 5.208 5.208 5.208
Bm . . .
— e T 55 = Figure 4. The variation of o as function of V's
1000 4.671 6.226 6.226 6.226

As we can observe from Figure 2 and Figure 3, thedecreases with cosf and increases
with /s.
Next, we present the variation of ¢ as a function of v/s (Figure 4).

In Ref. [8], the authors determined the differential cross-section and total crosssection
on process e’ e~ yj via photo are as follows

doy __a 1ll_ﬁx #i [3(1 —00520)+4mi(1+c0329) +di(1 _00529)(5_47”2) ., (10)
S

dQ ~ 16s7

4m?
o, =% I_TX ui(s+8mi) +di(s—4mi) (1)
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Figure 5. Feynman diagram for e*e™ — yj process through a photon..

Table 3. The total cross-section o of da/dn
— —_ . . 17
ete™ — yj process with unparticle effects. doy/d x 10" 2= = —
=16
o(nb) 12} Q=171
Vs(GeV) &=18
du=1.6 du=1.7 du=1.8 du=1.9 =19
10} :
100 7.789 4.133 2.795 3.396
200 10.277 | 7.196 6.421 10.295 8r 1
300 12.087 | 9.954 | 10446 | 19.696 6l ]
400 13561 | 12.530 | 14.752 | 31.209 ] y
500 14.827 | 14.978 | 19.282 | 44.601
600 15.949 | 17.330 | 23.998 | 59.708 Zr - ——
e Vs(Gev)
700 16.963 | 19.605 | 28.874 | 76.409 | oS ST VI TR v 0 S S
100 200 300 400 500 600 700 800 200 1000
800 17.894 | 21.815 | 33.892 | 94.609 . : . . .
Figure 6. The ratio of differential crosssection
900 18.757 | 23.971 | 39.037 | 114.229 with unparticle effects to one without unparticle
1000 19.564 | 26.079 | 44.298 | 135.203 effects at cosf = 0.

Table 4. The ratio of differential crosssection with unparticle effects

to one without unparticle effects at cos6 = 0.

:::;“ﬂ (x107)
Vs (GeV)

du=1.6 du=1.7 du=1.8 du=1.9
100 0.697 0.370 0.250 0.304
200 0.920 0.644 0.575 0.922
300 1.082 0.891 0.935 1.763
400 1.214 1.122 1.321 2.794
500 1.327 1.341 1.726 3.992
600 1.428 1.551 2.148 5.345
700 1.519 1.755 2.585 6.840
800 1.602 1.953 3.034 8.469
00 1.679 2.146 3.494 10.225
1000 1.751 2.334 3.965 12.103
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Next, we give the numerical values of the ratio of the differential cross-section with

unparticle effects ;% of (9) to the dd(—; of (10) at different energies in Figure 6 and Table 4.
14

So, direct computations have showed that the about differential cross-section of (8)
should be about 10" times larger than the one in (10). In exactly the same way, we have
obtained the ratio of the total cross-section with unparticle effects ¢ of (9) to the total
crosssection without unparticle effects o), of (11) at different energies in Figure 7 and
Table 5.

Table 5. The ratio of cross-section with

K]

7 10" o ‘ unparticle effects to one without
- unparticle effects.
10+ du=18 r
du=19 — (x10-1%)
"3
8 | Vs(GeV)
du=1.6 du=1.7 du=1.8 du=1.9
o} 100 0.581 0.308 0.209 0.253
200 0.767 0.537 0.479 0.768
4k
300 0.902 0.743 0.779 1.469
2l 400 1.012 0.935 1.101 2.328
I i 500 1.106 1.117 1.438 3.327
s——— Vs(GeV)
f0 20 300 w0 W0 a0 700 80 @0 1000 600 1.190 1.203 1.790 4.454
Figure 7. The ratio of cross-section with i 1.265 i 2154 3209
. . . 800 1.335 1.627 2.528 7.057
unparticle effects to one without unparticle
900 1.399 1.788 2.912 8.521
effects at cos6 = 0.
1000 1.459 1.945 3.305 10.086

The results above show that the total crosssection of (9) is larger than the one in (11)
by 15 - 17 order of magnitudes.

In summary, we have examined the unparticle effects at e*e™ — yj From numerical
results, we have found that the effects of the unparticle on the cross-sections can be very
strong. If the measurement is carried out at /s = 100GeV -1000GeV, thenthe cross-section
for the process ete™ — yj should be detectable. These could have important implications
for the dark matter fermion and unparticle searches at futurecolliders. Our work can be
extended forother scatterings, for example e*e™ — ¢@¢ process, here ¢ is the dark matter
scalar.
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N A B

ANH HUONG CUA U-HAT LEN VIEC SAN SINH
CAC HAT VAT CHAT TOI TRONG TAN XA E'E

Tém tdt: Bai bdo nghién ciru vé nhing tic dong cia vec-to U-hat trong qud trinh
ete™ — yx. Két qua cho thdy mat cdt ngang béi nhitng tdc dong ciia U-hat ¢6 thé la lon
hon 10" lan so véi lic khi khéng cé sw tdc dong cia U-hat. Py la nhitng chi sé quan
trong cdc nghién ciru vé vit chat toi.

Tir khéa: U-hat, vit chat t6i, mdt cdt ngang, tin xa ete”.
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Abstract: We study the effects of unparticle physics on the photon axion like scatterings
and calculate the production cross sections. Interestingly, from the numerical results, we
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1. INTRODUCTION

A decade ago, Georgi [1] made an interesting observation that a nontrial scale
invarianve sector of scale dimention d, might manifest itself at low energy as a non
intergral number d, of invisible massless particle, dubbed unparticle. If unparticles exist,
their phenomenological implications should be discussed. In the literature, there have been
many discussions which investigate various features of unparticle physics [2-13]. In the
some of these researches several unparticle effects on processes have been studied.

Recently, by considering not only the self-interactions of unparticle but also all the
other possible contributions, which are dominant, a detailed study of the processes, within
a scalar unparticle scenario pp — 4y, pp — 2y 2g, pp — 4e, pp — 4u, and pp — 2u at
V'S = 14 TeV at the LHC has been carried out in Ref. [11]. A search for dark matter and
unparticle production at the LHC has been performed in Ref. [12].

On the other hand, there are many works describing the theoretical motivations for
axion like particles (ALPs), which are spin-zero, neutral and extremely light bosons
[14-16]. Recently, in Ref. [17] the authors have proposed new searches for axion like
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particles produced in flavor changing neutral current processes. Interestingly, the products
of invisibly-decaying ALPs at lepton colliders arise from processes e ¢ — ya, a —
invisible via the ALP coupling to yy and yZ have been considered in Ref. [18].

In Refs. [19-21] we have investigated the effects of the unparticle and radion on —
processes, Bhabha scattering and — processes.

In this work, we consider the effects of the spin 1 unparticle on yy — yy processes.
Bhabha scattering and e ¢ — ya processes.

In this work, we consider the effects of the spin 1 unparticle on ya — ya processes.

2. THE CROSS SECTIONS

The ya — ya process via a vector
unparticle is described by the Feynman

diagram presented in Fig. 1. "'(q” o 7@
In this process, the ALPs and y_’__LJr_kf 3
photon annihilate into an unparticle U alk) U N k)
which then converts into ALPs and > N
/ N

photon. The unparticle operator

coupling effectively to the ALPs and Figure 1. Feynman diagram for ya — ya process
photon is [14] through a vector unparticle

cy
|4 uyy
A% aF,0"0O; +

ay ~

& F "0, (1

dy

where F,,, = d,A, — 0, A, is the photon field strength and FM™ its dual, is the axion-like
particle.

The propagator of the vector unparticle has form [15,16].

' 4, o PP Y o . N2
D" (x)= j.d “xe* <O | 7104, (x)O, (0)]H0> "25;12”){ — )(-P"—m)% ,

(2
where p =q; + k; and

67 T(d,+Y)
A/. = - .
Y (2m) T(d, -)T(2d,) 3)
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The vector operator is assumed to satistfy the transverse condition OUO{,‘ = 0. The

amplitude (M) for this process is given by

C C * v *
A A IACY) (242" (4:) - 452 ()
iM =F x UC x p% X UC xp”,
+2 Aj“ ga,llpoqlpga (ql) +2A—;‘12/llgﬁu}’6q2./gg (qz)g/’u
U
4)
With
(—l) X Ad“ 5 . \du-2
- (e o
2sin(du )
Hence
2 2 2
, . (Clz +4C22)2 (qlf) (qu)
M[ = F*—g==| -2p" (a,P)(4:P)(0:22) |- (©)
U
+p* (014:)
In center of mass frame, four - momenta of particles are defined
¢, =(E.q);q, =(E k), (7)
k =(E,-q);k, =(E, k), @®)
and S =P?=(q, +k)* =4E?, (9)

where S is the center of mass energy

Finally,we get

y(q:) a(k,)

C?+4C2) g4
%E(l+cos2 0).

(10)

The differential cross section can be a(ks)

L' 4

Mf =

obtained as follows Figure 2.

2
do_ 1 e _ FS (7 +4C7)
dQ  647°S 10247 Al

(1+cos2 9). (1)

From this, we get the total cross section is
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__P§’ (c?+4c3) (12)
1927 A"
Therefore
27 _ 2 (14cos’0). (13)

odQ 16rx

3. NUMERICAL RESULTS AND DISCUSSIONS

Let us now turn to the numerical
analysis.We take C; = C,= =1, 4, =ITeV,
V'S = 1TeV as input parameters.

In the figure 3, 4 we plot the differential
cross section for unparticle contribution for
different values of the scaling parameter d,,.

As we can observe from Fig.3 the Zﬂ—a has

a minimum for cos0 = 0.

Next,

function of the center of mass energy is
shown in Fig. 4.

) d
the behaviour of the EU as

. do . .
This - strongly  increase = with
increasing VS.
& ()
2000 - ,
du=16
8000 du=1T
du=18
7000 — du t ]
6000
S000
4000
3000
2000
1000 . ~
V5(GeV) : ol =
200 1000 7500 =000 2800 3000

Figure 4. The differential cross section.
Due to unparticle contribution depending
on the center of mass energy. Here we
assume C;= C,==I, A, =I1TeV.

da

P L]
20

— du=16
18p, du=1Tf
AN du=18
L du=19

L L I L
08 06 D4 D2 0 62 04 06 08 1

Figure 3. The differential cross section for
unparticle contribution at V'S = 1TeV.

olfb)  4¢*
8

Here we assumed
C] = C2==], Au =]TeV.

du=16

T du=1.7 |{
du=18

o du=19

or 3

5

4

3

2

1 ’

Vs(GeV) o
f] i —T = — et
500 1000 1500 2000 2500 3000

Figure 5. The total cross sections due to
unparticle contribution depending on the

center of mass energy. Here we assume C; =

C==1,4,=ITeV.



42 | TRUGNG DAl HOC THU BA HA NAI

In the following, let us present the variation of ¢ as a function of v/S (Fig. 5). The

. . d
dependence of 6 on /S is in general similar to that of the Ea

Finally, we give the numerical values of the differential cross sections in Table 1,2 and
the total cross sections in Table 3.

Table 1. The differential cross section with

unparticle effects at 'S = 1TeV, Table 2. he differential cross section for the
Cr=C==l4,=ITeV. unparticle contribution C; = C,==I, A, =1TeV.
[ r
mﬂb} 2 ()
16 17 18 19
thy= ("5 d=: o= vsiGev)
A HETHI0T | 420107 | OLEMIO | 188.54010°
=16 =17 =18 =19
48 | 279a0® | 048007 | £23800° | 1505Ra00
06 180.7x107 | 240.87x107 | 409.14x107 | 124.87x10% 500 sox10t | 12720° | 2102307 | 01T
04 | 154.12¢102 | 205.44x107 | 348.97%107 | 106.51x10" 1000 265.73x10° | 35821x107 | 612.5x102 | 01842107
-0.2 138.18x107 | 184.19x107 | 312.87x107? 954,93x1072 o
1500 158.21x10* 248.03x10* 495.11x10* L7791x
0 132.87x107? | 177.11x107 | 300.84x10% | 918.2x10%
0.2 138.18x102 | 184.19x107 | 312.87x102 | 954.93x10? 2000 SELAZM® | SERTRI0® | 2201mae | BI0TRIC
04 | AIHI? | 25AKI0T | MATHIO | WG5S
290 | 475e0° | rsmead | vemuvag | SWTHIE
as 0TI | MOFRIS? | B0 | 1ASHIDS -
.
08 27.9010° | 250480107 | 4RIMICT | 105G 2000 | B5MF | ESWSF | 1821400
1 AETWINT | 25420007 | QLGOS | 1860000

We see from these Tables that the differential cross sections are about 0.12 —
8.6x10°.fb and the total cross sections are about 1.1 — 7.2x10* fb.

In Ref. [22] the authors computed the cross section for the ay — ay scattering through

a photon and found that ¢ < 107%° (L) cm?.
GeV?2

Table 3. The total cross section for the unparticle contribution C; = C,==I, A, =1TeV.

o (fb)
Vs(GeV)

d=16 =17 d=1.8 =19

500 110.1x10° | 110.08x107 | 120.110° | 302.31x10°

1000 223.01x10° | 297.1x107 | S00.2010° L54u10*

1500 L325u10* 2.07800% 4150107 450107
2000 AFmIP B267R10° LESHOY | TAERWP

2500 L256@10° | 241Zm10P | 59ux10P | 2.6088m10f
3600 27y | Sosekle® | LE2SEmlet | 22270k100
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So, direct computations have showed that the cross sections with unparticle effect is
larger than the one in Ref. [22] by 30 — 34 order of magnitudes. If the measurement is
carried out at v/S = 500 GeV — 3000 GeV, then the cross sections for the photon axion like
scatterings should be detectable. We hope that axion — like can be observed at LHC or ILC.

Our work can be extended for other scatterings, for example ay — ff here, fis a generic

fermion.
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TAC PONG CUA U-HAT LEN HAT CO BAN PHOTON
QUA CAC TAN XA
Tém tdt: Bai bdo nghién civu vé tac déng ciia U-hat 1én hat co ban photon qua cdc tan xa

va tinh todn viéc san sinh ra cdc mdt cdt ngang. Thét thii vi khi két qua ma ching t6i thu
dwoc cho thay U-hat co thé da tac dong rat manh va ciing co thé thuc hién duoc.

Tir khéa: U-hat, hat photon, tic dong, mdt cdt ngang.
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HYBRIDONS IN A FREE QUANTUM WIRE
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Abstract: The confinement of optical modes of vibration in a free quantum wire is
described by a theory involving the triple hybridization of Longitudinal-Optical phonons
(LO), Interface Polariton 1 (IP1), and Interface Polariton 2 (IP2) modes. The resulting
hybrids satisfy both mechanical and electromagnetic boundary conditions. A free-
stanhding quantum wire was applied to investigate so the continuous boundary condition
shifts to zero at the boundary of the wire. Using the second quantization theory, we
obtained hybridons and found their dispersion patterns. From the numerical results, the
energy of the electron is a function of the wave vector q, and it decreases rapidly to zero
for those with a smaller radius. For larger wires, the energy of the electron decreases
more slowly.

Keywords: Hybridons, LO, IP1, IP2, wave vector g,

Email: dtchien@hunre.edu.vn
Received 22 April 2018
Accepted for publication 25 May 2018

1. INTRODUCTION

The previous works have shown that when expressing the properties of the
confinement of optical modes in a free quantum wire, it is necessary to consider the
hybridization of the optical modes in the wire by linear combination of three LO, TO and
IP modes. The resulting hybrids satisfy both mechanical and electromagnetic boundary
conditions [1]. The hybrid of the LO, TO and IP components describes very well the
vibrational patterns in solids and the electron-hybridon interaction as well as the dielectric,
electron mobility in the wires and quantum wells [2].

In this work, a free-stanhding quantum wire was applied to investigate so the boundary
condition shifts to zero at the boundary of the wire. Using the second quantization theory,
we obtained hybridons and found their dispersion patterns. From the numerical results, the
energy of the electron is a function of the wave vector q, and it decreases rapidly to zero
for those with a smaller radius. For larger wires, the energy of the electron decreases more
slowly.
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2. CALCULATION

2.1. Hybrid modes

The hybrid modes were described some where in [3]:

. L
_lqs, ! is iq,z
ur :{As‘p —pr (qsp )+qulq(q 7")+C I (q I")} fﬂ 1

s isI (q.R
4,—3I (qa%,r)+ B, is1,(4:R) )Is(qzr)+
_ qzr 77 isp iq.z (1)
u, = e"e
4 i 77

—I
RINCE S R

. 2 272
{AX,,JQ(qf,pr)JrBW i [77 s°I (quo):'I (q. r)} is9 .2

q.R, rzls(quo)

The boundary condition was applied for a free quantum wire (a vacuum was around
the wire) so every shifts to zero at the boundary of the wire. Therefore, a system of
equations was found as following:

g iR )[SJ (a5, R,)-a R (04 R) |+ B L (@.R)+C, 1 (@.R) =0 (a)

s L isI_(q.R,) n B
Ay iy (R + B, = oL (@R + S—IS @iy k=0 ®
[ 7 =S TR ]
4,3 (q",R,)+B,— 7 I.(q.R,)=0
sps (qS,P )+ sp (qZRO) UIY(qZRO) S(qZ ) (C)
)

From equation (2a)

4] (qL ) B i I:nz_szli(quo)]

I (s ; I,(q.R))=0 3)
PR @R, nl(@uRy) '
We found
4 —_B I |:772 _Szlz(quo)] )
sp sp (q.R,) nJ, (qf’pRO )

Place this result into equation (2b), we got

co_p o (77 =T (.R,) |-G RT: (q.R,)
GR

)
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Relations of the shift of the hybrid modes were represented via the unique constant as

follows:
at, |7’ -5 (a.R,)]| .
_qzz [ - (qL(R )o)] I (at,r)+1,(q.n)+
u, :Bsp - S>P o eiszpeiqzz
[n s°I2 (q.R )] QR (qZRO)I(q )
qz 077 §hE

' J, (q; .y 6
u,=-B, zlS [772 —szlf (quo )] l - (‘1;,/’) _l L..r) e"’’e'l? ©)
qZROU r Js (qs,pRO) RO IS (qZRO)

. L
u,=-B, l [Uz—szlf (‘LRO)]{ % (qs,pr) _ L@ }e”‘"e"“z

Js (qipRO) Is (quO)
where B, constant of the hybrid mode was calculated via the standardization condition.

2.2. Standardization constant of the hybrid modes

The standardization energy method was applied to obtain standardization constant.
The hybrids were quantized to get hybridons. The hybridons were named hybrid phonons.
They are referred to as harmonic oscillating grains with generalized coordinates in the
second quantization as follows:

h %“ ~
X:[Zﬁa)xp} {a +a} (7

Energy of harmonic oscillator:

1 —
U= EMa)prz (8)

The energy of the hybrid modes was calculated via the shifts of the lattice nodes:

2z

!

The first term in equation 9 is the mechanical energy of the hybrid modes. The second

Ry 2

Juwar +Le(o) [ [ 8 mar ©)

\

l\)|»—

O'—oox

term is the electric energy of the hybrid modes. The mechanical energy of the hybrid
modes come from the contribution of LO mode, IP modes donates the electromagnetic
energy [1, 4].
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From equation (8) and (9), we found:

Mé);’TTj.uL u, dV+e(ow)
000

*

E, EdV =M, X’ (10)

O
S )
S e 1~

Standardization constant is calculated:

ﬁ sp [qL +1J v+1(qLR )
VO qz Jz (qLR )
2
go AL =1 (4R (a3R: +s)  Toix’ (11)
v LK | R T
+g(a))pll (SZ +q R )77 IAHl(quO)
z70
If (quO)
M
B =0 X |[—— 12
sp sp 7Z'L® ( )

with

A (C AT S
[P-se@Rr)[| % | € JI(aR)
®

- n? 2p2 | 2\? 2 (13)
qz’] 2 (qZRO +s ) (S +qu0)77 2
+g(a))pp 2 22 T I, (q.R)
an)spn Is (quO)
2.3. Dispersion relation of the hybrid modes
Place Ay, and Cg, constants in equation (2c¢)
2 212 R
-B L1 [77 (q )}F,+B I.(q.R)+
sp R R J R sps
qz 0 qz 0 77 qs' N (14)
s’ "R’ (q.R
i Bspsz [77 s (q )} qZ s (qz O)IS (qZRO) _ 0
an)spn
From equation 7, we found the dispersion relatio for hybrid modes:
én—(s* +q3el, )L (q.R,)J, (%R, ) =0 (15)

where

&= [SJS (qf,pRO ) - qf,pROJﬁ-l (qf,pRO )]
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!SJ& (‘lf,pRo)_ ]{(S“)Is (9.R,)~

_qf,pROJs-#l (qf,pRo ) -CRq 1, (quo )

In this work, we calculated the dispersion relation with S =0,1,2

}(52 +q;), )L (AR, (a5 ,R,)=0 (16)

For mode S=0, we get:

_\/(C‘)L2 - a)xzp )1372 - qi RJ, (qf,pRO )[Io (quo ) —-Ryq 1, (quo ):' - qéa)szplo (quo )Jo (qf,pRO) =0
or

~flwi-}) 7 kR (f(0i -} 7 -a2R |1, (kR)-Ra L, (a.R,)]-

(17)
_qéRozlo(quo)Jo (\/(a)f _a)szp)IB_z _qiRo) =0
For mode S=1
{Jl (a,R) (@ ~e2) 5 —qi&(ﬁm (a!,R,) -3, (qf,pRo)ﬂx
o (18)

{zuqzzeo)—&qz (qil (m)—lo<quo)H—<1+q;R;)n<quo>Jl(qf,pRo)=o

Z

2.4. The dispersion graph

We calculate and draw the dispersion graph for GaAs semiconductor wire with
, =292.8 cm™; B=4.73.10° cm.s”' and radius R, = 30,40,50,60,70... A for mode S=0,1.

Mode S = 0, dispersion equation:
_\/(sz - a)qu )ﬂ_z - kzzROJl (\/(sz - a)szp)ﬁ_z _qiRo)[Io (szo ) —Ryq.1, (quo )] -

_qéRozIo(quo)Jo (\/(a)f _@;)1872 _quo) =0

The graph for this mode with radius of the wires Ry =30, 60, 70,90, 120, 150 A are
shown in Fig 1,2,3.

Graph for mode S=1

{Jl(qf,pRo)—J(wz—w;)ﬂ-z—qi&(ﬁm (qﬁ,pRo)—Jo(qs,pRo)ﬂx

{zuqzzeo)—&qz (qil (m)—lo<quo)H—<1+q;R;)n<quo>Jl(qf,pRo)=o

z
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Dispersion graph showed the energy of hybridons in the wires. As can be seen from
the figures, for the wires with radius smaller than 50 A, the curves of dispersion graph has
a high density and rapidly decrease when q,R, closed to 0.5. The high density of the
despersion curves and the large spacing among them show that the quantization of hybrid
modes is unclear. However, they resemble the dispersion curves of the LO mode in [4] but
the curve of the hybrid mode more rapidly reach to zero. In the wires with radii bigger than
60A, the density of the dispersion curves decreases. The flexure of the dispersion curves
slowly decreases in the wires with bigger radius. These show that the quantization of the
hybrid modes followed the Oz direction is clear.
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3. CONCLUSION

Using continuous boundary conditions for a free quantum wire, we have found the
equation of motion of the hybrid modes in the wires. Then using the second quantization
theory, we obtained hybridons and found their dispersion patterns. The numerical results
for a free GaAs wire show that the energy of the electrons is a function of the qz wave
vector. It decreases rapidly to zero for those with a smaller radius. For larger ones, the
speed is slower. For the wires with radii less than 50A, dispersive curves show that hybrid
modes are quantized and their energy is bound to be closer to each other and split up to
more levels than the wire that have a radius greater than 50A. The dispersion of wires
smaller than 50A depends on the qz wave vector smoothly, linearly and rapidly decreases
to 0 when q.R is about 0.5. For larger wires, the dependence has some unlinearity points
and the curves is suddenly altered when q,R is between 1.5 and 2.
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APPENDIX CALCULATION OF THE DISPERSIVE RELATION

To find the dispersion mode of mode, replace the coefficients A and C from
expressions (3) and (4) into equation (2c).

11 [W-5L(q.R,)]

-B E+BI (q.R)+
quO quO TIJ? (quRO) ' ’
[0 -5 (4R, |- R (a.R,)
QRN

Transform this equation to get
[“ 212 )} QR J‘V(quRO)
— I (q R)—"F "/
quz = (qqu) &n qéRO" ,(q; O)J‘Y(qu)
s [ -SR] sq;Rzlz(quRo)}I . )Js(quRO):
O R I (anR))

sp

(D.1)

+ Bs

I.(q.R,)=0
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[ -5 (q.R,) |en— a2 R*WL (q.R ), (a5, R, ) -

_{52 [0 =51 (a.R,) |- SR (qZRO)}IS(qZRO)JS(quRO):O

[0’ -5L (q.R,) |en—;Ro°L, (q.R)T, (q,R, ) -

=’ [0’ =L (.R,) [L(@.R)T, (a5, R, )+ S RT: (q.R, ) L (q.R,), (a, R, ) = 0
[0 =" (a.R,) | &n "L @R, (a8, ) - 2R (a.R)J, (a4, ) | =0

[n-5" (a.R,) ][ &n-(a" + 2 R; )1, (@.R,)J, (a5, R, ) | =0 (D.2)

From this equation, there are two cases:

I:nz — Szli (quO ):' =0 (D3)
an—(s* +a R )1,(q.R)J, (a5R, ) =0

From (D.3), we obtain the dispersion relation for the hybrid mode as follows:

(s’ + ;R )L, (q.R,), ('R, ) =0 (D.4)

sd (quRO)— (s+1)I,(q.R,)- ,
T - R (q.R)J (q°R,)=0 D.5
or !q‘proJm ((prRo)M:_Roqusﬂ(quo):| (S +q; 0) J(A.Ry) s(qsp 0) (D.5)

In the framework of this problem we calculate the dispersion mode of hybrid mode for

some simple modes with s=0,1,2,.

With s=0, we have

~ @} =a2) 52 -2 RJ, (@R, )1, (0.R,) - Rt.L, (0.R,) |- @3R3, (q.R M, (R, ) = O

J@i -2 ) -a’R, (\/(wi ~@) B’ —qiRo)[Io (0.R,)+Ra.1,(a.R,) |-
@R @R, ([0 -3 57 -aR, ) =0

(D.6)

with s=1
Ji (kR )~ |:2Il (a.R,)-
_\/( a)Lz - a)sp )ﬂ_z - qi ROJZ (quRO ) _ROquZ (quO )

ta cod

} (1+ a3 R )1, (q.R,)T, (q2,R, ) =0
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3, (dlr)= frJl(qur)—Jo(qur)
‘21""7 (D.7)
L(q.r)= —1, (q.7r)-1,(q.7)

z

We obtained the dispersion relation for mode s=2

l:Jl (qstRo)_\/(a)z _a)jp)ﬂ_z ~q’R, (qLLRJl (quRo)_Jo (quRo )]:l .

spT 0

2
{Il (4.R,)-Ryq. (E (a.R,)-1,(a.R, )H —(1+ Q3R )1, (@.R )T, (q,R,) =0
z' 1

HAT LAI TRONG DAY LUQNG TU TU DO

Tom tdat: Sw lai hod ciia cdc mode quang bang cach t6 hop tuyén tinh ciia ca 3 dao déng
phonon quang doc (LO), cdc mode polariton bé mat 1 (IP1) va polariton bé mdt 2 (IP2).
Chiing thod man dong thoi cdc diéu kién bién co va dién tir. O day lwong tir tir do thi diéu
kién bién lién tuc cua moi do dich chuyén tién dén 0 tai bién cua day. su dung ly thuyét
luong tw hoa lan thir 2, chung toi thu dwoc cdc hat lai va tim dwoc cdc hé thiec tan sdc
ciia chiing. Tir cdc két qua tinh s6 cho thdy nang heong cia electron la mét ham ciia véc
to song q, va no giam rdt nhanh vé khéng doi véi nhitng déy ¢é ban kinh nhé con doi véi
nhitng ddy 16m hon thi toc dg giam chdm hon.

Tir khéa: Hat lai, LO, IP1, IP2 véc to song q,
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Abstract: To solve the u problem of the Minimal Supersymmetric Standard Model
(MSSM), a single field S is added to build the Next Minimal Supersymmetric Standard
Model (NMSSM). Vacuum enlarged with non-zero vevs of the neutral-even CP is the
combination of H,, Hyand S. In the NMSSM, the higgs sector is increased to 7 (compared
with 5 higgs in the MSSM), including three higgs — which are the even-CP hj ;3 (my;<
m< my3), two higgs — which are odd-CP a;; (m,,< my;) and a couple of charged higgs
H ™. The decay of higgs into higgs is one of the remarkable new points of the NMSSM. In
this paper we study the decay ofh; into a;and a;, which is the main decay branch of the
lightest neutral scalar higgs boson. The decay width is calculated to one loop vertex
correction. The numerical calculation resultson the influence of CP violationare also
givenfor discussion.
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1. INTRODUCTION

The simplest version of supersymmetry is the Minimal Supersymmetric Standard
Model (MSSM). This version is limited by two problems: the x and the hierarchy [1,3,4,7].
The simple supersymmetry, which is beyond the MSSM, is the Next Minimal
Supersymmetric Standard Model (NMSSM). The special characteristic of Higgs boson in
the NMSSM is the decay of Higgs into Higgs. It is remarkable that the lightest state a; of
the odd-CP Higgs can play a role of a pseudo-goldstone, which has small mass and can
lead to the predominated decay of the even-CP & — a,a, [2].The even-CP Higgs and the
heavy odd-CP Higgs can be generated at LEP in e'e” — ha, but they may not be

discovered because the dominant h decay were not searched for. There are different ways
to make the mass of Higgs boson increased in the MSSM and in the beyond MSSM. One
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simple way is to study the beyond singlet of the MSSM which contains one term /13’1:1“]:[ 4

in the super-potential, this is the term that contributes A*v*sin’ 23 at v = 174 GeV to the
squared mass of even-CP Higgs [10]and therefore, it can make the mass of Higgs boson
increased over the limit of independent decay state.

The charged Higgs makes up more than 40% in the top-quark decay at Tevatron; the
products of this decay are charged Higgs and bottom-quark (z — H b ). The decay method
of charged Higgs is H* — W*a,, witha, —> cc.gg .

The neutral Higgs sector in the NMSM includes the following states: three even-CP
and two odd-CP. Many analysis on Higgs sector in the NMSSM [5] have shown that, in the
specific physical state of the even-CP Higgs, there is a strong mix between the doublet
state and the singlet SU(2) with the reduction in the interaction of gauge boson. The study
on light Higgs contributes to the discovery of one or more Higgs states at LEP, at LHC [5]
and at large energy accelerators.

In the NMSSM, the terms of the super-potential Wpigsare dependent on
superfieldHiggs ﬁd,ﬁu and S (here, we follow the SLHA2 regulations, however ﬂu is

also written as ﬁd and ﬁd is also written as fIl ):

W,

Higgs

:(wxé)f{u.ﬁd+§F§+u'é2+§§3 (1)
with: A,k is the non-dimension coupling Yukawa
w, ' is the supersymmetry mass,

&, 1s the square supersymmetry mass parameter.

From (1), Yuakawa interaction of quark and lepton superfield are added to

Wy =h A QU +h,f,.QD: +h A1, LB 2)

Yukawa

The soft breaking supersymmetry sector is regulated in SLHA2:

-L_.=m,

soft Hu

H

u

? +mf{cl |Hd|2 +m§

2
S"+mg, Q[ +m? U7

2 2 2
+mD|DR|+mL

2 2
L|+mE

E2R|
c Cc C (3)
+(h,A,QH, U —h,A,QH,DS —h A LH,ES

+AA, H H,S+ % kA S’ +miH H,+m”S* +£S+hc)
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As any supersymmetry theory with invariant super-potential sector (ternary), the
Lagrangians,which contain the soft supersymmetry violation conditionsspecified by (3),
have one symmetry Z,randomly, which is corresponding to the multiplication of all chiral

2mi/3

superfields withe™ . The non-dimension terms in the super-potential (1) will break the

symmetry Z, . The model with super-potential (1) is the NMSSM. The invariant Z, Higgs
sector isdefined by the seven parameters A, x, msz ,m2Hu ,mé,Ax,AK. The expression of Higgs

mass matrix in the invariant Z, of the NMSSM shows that invariant Z, is obtained when:

m;=m] = =p=p'=§ =0. 4)

From the supersymmetry gauge interaction and soft supersymmetry breaking
conditions, we obtainthe Higgs potential:
Ve = [MHIH; —HIHY) + kS* +20'S + &, [
+(m; +|u+ S| (\Hﬁ\z +[H; N+ (m; +|u+ S| (\Hg\2 + \H;\z)
‘2 (5)

2 2
+ g tg (‘Hﬁ

2+\H:
8

2
[ - [H, ) + %\H;Hg* +H'H”
1
+mZ[S[ + (LA, (H;H, - H"H)S + EKAKS3 +m’(H'H; —H'H")
+my S’ +ES+hc

where g; and g, present gauge interaction U(1) and SU(2) .
The Higgs doublets H; and H; can be developed in the form:

+S, +iAsi H".
Hl:(vl +i smBJ’HZZ( cos

. . ,S=(x+X+1Y) (6)
H" .sinf v, +S, +iAcosf

In case the CP violation is considered, the x parameter will be considered as the
complex number.

In the year 2012, the Higgs boson was found out with the mass approximatesto
125GeV, which could be considered as the hyin the NMSSM.The decay of Higgs into
Higgs in the NMSSMis being researched in the experiment. The research on the decay of
the new particles in the model will bring usthe hope of finding out these particles as well as
verifying the correctness of the model [6]. In this paper, we have studied the decay h;—a,
+ a; and calculated the decay width of this process to one loop vertex correction. The
numerical calculation results arealso presented in charts to evaluate the influence of CP
violation onthe decay width and the lifetime of h;.
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2. THEFEYNMAN DIAGRAM FOR CORRECTION SUSY - QCD IN
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Figure 2: Feyman diagram for one loop vertex correction SUSY — QCD in decayh;— a; + a;.

3. NUMERICAL RESULTS

To study the influence of the mass m,and the CP violation phasepon the decay

process h;—aja;, we have used two set of parameters [5, 6, 8, 9] for programming
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numerical calculation on the Maple version 17.0. The results are calculated to the one loop
vertex correction as in Fig.2 and Fig.3.

* The 1st parameter set: L = 0,8; x = 200.ei¢; k =0,1; mp;= 98GeV; tanP = 3; sin a = -
0,58; Ax = 6; A; =486. From the results obtained, we have found that the influence of ¢ on
the decay h3—Zais relatively significant (Figure.3 and Figure.4).
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Figure 3: The influence of ma; on the decay Figure 4:The influence of ma; on the lifetime of
width of the decay h;—a,a,. hof the decay h;—a;a;.

Specifically, the influence of odd-CPHiggs mass a; (ma;)and CP violation phase
parameter (¢) on the decay width and on the lifetime of h; in the decay h;—a;a;is relatively
significant. When ma;changesfrom 8GeVto12GeV, it can make thedecay width increased
about 25% and make the lifetime of h; decreased about 26%. When ¢= 0.01rad, the decay
width increases about 35% andthe lifetime of h; decreasesabout 36% in comparision with
the cases without CP violation. With the 1st parameter set, when the CP violation is taken

into account, we have obtained the results as follows: the decay width h;—a;a;is around
67 — 87 (1/s) and the lifetime of h;is around0.011-0.0147 (s).

* The 2nd parameter set: A = 0.8; x = ZOOei‘I’; k = 0.1; my; = 98GeV; tanp = 10;
sina = - 0.726; Ax = 7; Ay = 492.. We have obtained the results as in Fig. 5 and Fig. 6.

From the results in the graphs for the 2nd parameter set, we can see that the
contribution of ma; and¢ in this case is relatively significant. When ma;changes from
8GeV to 12GeV, it can make the decay width increased about 31% and make the lifetime
of h; decreased about 30%. When ¢= 0.01rad, the decay width decreases about 5% and the
lifetime of h;increases about 5% in comparision with the cases without CP violation. With
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the 2nd parameter set, when the CP violation is taken into account, we have obtained the
results as follows: the decay width h;—a;a;is around60 — 82 (1/s) and the lifetime of h;is
around0.012 — 0.016 (s).

g5 7 Tis)
1 [=—¢=0—¢=001] 00164 \ [——¢=0—¢=001]
20
P 0.015-
r| I—] 1
Ls )]
75
1 0.014-
70
| 00134
654 -
T 0.012-
g T3 . § s 8 11 1
mal(Gev) mal ( Gev)

Figure 5: The influence of ma; on the decay Figure 6: The influence of ma; on the lifetime of
width of the decay h;—a,a,. hof the decay h;—a;a,.

4. CONCLUSION

In the NMSSM, a single superfield is added with complex scalar field components,
this leads to the appearance of seven Higgs in the NMSSM (including three even-CP Higgs

hj 23 (mp< mpo< mp3), two odd-CP Higgs a; » (ma1< my2) and a pair of charged Higgs H).

The influence of CP violation on the decay width and the life time of h; is relatively
significant in case the 1* set of parameter is used (the results can be changed up to 35%).

The influence of ma;on the decay width and the life time of h; is relatively significant,
about 25%-31% on the decay width and about 26%-30% on the lifetime of h;.

The numerical calculation results have shown that the lifetime of h;is around0.012 —
0.016 (s) and the decay with is around60 — 82 (1/s).

From these results,we need to pay attention to the above two elementsin studying
theories as well as to the decay experiments of h;.These results bring us the hope that we
can find the other Higgsbosons soon.
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o N R WD =

PHAN RA H; THANH A, VA A, TRONG NMSSM

Tom tat: Pé giai quyét van dé u trong mé hinh chudn siéu doi ximg t6i thiéu (MSSM),
mét truong don S dwoc dira vio khi xdy dung mé hinh chudn siéu doi xirng gan t0i thiéu
(NMSSM).Trong NMSSM sé co 7 boson Higgs (con trong MSSM co 5 boson Higgs), voi
ba Higgs vé huéng - CP chan hy 3 (mh;< mhy< mh;s) cung hai Higgs gid vé hudng - CP
16 a;; (ma,< mas) va mét cap Higgs mang dién H ™ . Phan rd Higgs thanh Higgs la mot
diém méi dang chii ¥ ciia NMSSM. Trong bai bdo ndy ching t6i nghién ciu phdn rd h;—
a; a; la kénh phdn rd chii yéu ciia boson higgs vo hwéng trung hoa nhe nhat.Pg rong
phén rd dwoc tinh tinh t6i hiéu chinh dinh mét vong. Cdc két qua tinh sé vé anh huéng
cua vi pham CP ciing duwoc dwa ra dé thao luan.

Tir khéa: Higgs boson, phan ra, vi pham CP, NMSSM.
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1. INTRODUCTION

The Standard Model (SM) has brought a lot of success, but it still has many existing
problems. For example, it could not explain neutrinos to be massive, does not include
gravity, has no dark matter candidate, subsumes the so-called hierarchy problem, etc. One
of the extended models of the SM is unparticle physics, which is Georgy proposed since
2007 [1]. Until now, unparticle effects have been explored in many areas spanning Collider
physics [2—7], cosmology and astrophysics [8], black holes [9-11]. Also, many papers have
studied the presence of unparticle in CP violation, such as [12-16]. Unparticles have been
proposed to explain some anomalies in currents flowing in super-conductors [17-19] and
the scientists are trying to find unparticle at the LHC [4-6, 9, 20]. We are notice to the
issue about "Interactions of Unparticles with Standard Model Particles” [21]. In this paper,
the authors analyzed interactions of scalar ¢/, vector ¢/* and spinor ¢/° unparticles with SM
fields. They listed possible operators involving interactions of scalar u, vector u” and

spinor u’ unparticles with the SM fields and derivatives up to dimension four and
discussed some phenomenology related to these operators. They concentrated on the
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possibility of distinguishing whether an O, and an O is produced through e'e” collider
through e"e” — yuU*), ‘e — Zuu*). However, they did not analyze e"e” collider when
e”,e” beams are polarized. In this work, we continue to evaluate the scalar ¢/ and vector #/*

unparticle production in e"e” collisions when e*,e” beams are unpolarized and polarized.

At high energy the theory of unparticles contains the SM fields and the fields of the
scale invariant sector, called BZ fields [22]. The interactions between the SM particles and
BZ sector occur through the exchange of heavy particles at a very high energy M, . Once

those heavy fields are integrated out, the effective Lagrangian that describes the
interactions between the SM particles and unparticles is obtained. The corresponding
effective Lagrangian that respects SU(3)c x SU(2)L x U(l)y gauge invariance can be
written as [1, 23]:
Adgz_du
L =C, —%—— 0,0,

u OU MdSM +de -4
u

(1)

Where d, is the scale dimension of the unparticle operator O,, Oy, is an operator

with mass dimensiondy,, built out of SM fields and C, is a coefficient function fixed by

the matching. For instance, the effective interactions of spin-0 and spin-1 unparticles with
SM fermions are as follows [1], [3]-

1 7o 1

— 7y f0, A7 710,04, ar G0, @)

Ad -1 Ad -1

f?’;,f T f7ﬂ75f " (3)

Ad -1 Ad -1

In this paper, we are interested in the production of the scalar ¢« and vector «*
unparticle in e"e” collider when the e*,e” beams are unpolarized and polarized. The

Feynman diagrams for this collider are shown in Fig.1.

(a) '

(c)

Figure 1: The Feynman diagrams for the process e'e” — y(Z)u(u”)
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Next, in section II, IIl we evaluate the number and discuss dependence of the
differential cross-section (DCS) on cosf, and the total cross-section fully follows /s for
e'e > yw(u"), e'e —>Zu(u") process, respectively. Finally, the conclusions are

presented in Sec.IV.

2. CROSS SECTION FOR THE PROCESS e'e” — yu(u*)

For unpolarized ¢*,e” beams, using Feynman rules, the matrix element for process
e'e > yu(u") is given as following.

+ For u production, the matrix element only through by s-channel:

died, _ * av v_a
M., == ST ()8 06) (- g+ g 4)

+ For «* production, the matrix element through by u, t-channels:

edy

My = pam (g7 -m?) v(p)y (14+77)e, (k)(4, +m, ) &, (k)y u(p) (5)
M, = Al (i —mf)vwz)y”gv (k) (4, +m, )&, (k)y" (1+ 5 )u(p,) (6)

where ¢, =p, +p, =k +k,; g, =p,—k =k, —p,; q,=k —p,=p,—k, .

Similarly, we obtained the matrix element of the process of e'e” — yu/(u/*) when the
e",e” beams are polarized by substituting u(k) into P,u(k) or Pu(k) and v(k) into P, v(k)
or Pv(k).

Here k =p,, p,.k,k, and

-y I+y
P = S P, = >
L= B=s (7)

By using this matrix elements, we evaluated the DCS of the process e'e” — yu/(u*) by

the expression:

do 1 ‘E‘

dcosH-_64ﬁsT;J

[

(8)

where M is the matrix element, s=(p, + p,)’, Js is the center-of-mass energy and 6 is

angle between p, and £,.
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We chose d, =1.5, A, =1000 and A, =4, =1 to evaluate the number of the dependence

of the DCS on cosf. We obtained some results for the cross-section as following:

(i Nama R M A s
6 — (@) ee—> YU o 15} " i ee —> }’L - :
N ’ ) P
’ ' '
.E sk \‘\ » 1 o —@ .
2 4 . ,- ] 2 10+ [ \ X 4 f
‘Tﬂ - = - Tﬂ. i‘ — (3) (DCSx wl:} _' '
L of ® 1L ; E
3 2 5\ GEess0)—
w w S5p o '
9] 2 > 1 Q | A o ’
a [B)(Dsx10%) a TS VRN
D R e o L e e ey
0 3 ) . g 0 -.- ....... I'- . :
=1.0 -05 0.0 0.5 1.0 =1.0 =0.5 0.0 0.5 1.0
cosB cosé
(a) ()

Figure 2: The DCS of e'e” —> yil (a) and e'e” — yu* (b) as a function of cos@ when
the €', e” beams are unpolarized and polarized. In Fig.2a, (1), (2), (3) are e'e”, eye;
or eje, and mix(eye,;e,e;), respectively. In Fig.2b, (1), (2), (3), (4), (5) are e'e,

+ - + - + - D - - - ;
exey, € ey, exe, and mix (epey;ene; e ey), respectively.
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Figure 3: The total cross-section of e'e” — yul as a function of the collision energy s

when the e*, e~ beams are unpolarized (a), (eyey) or (e;e;) (b) and mix (e;e,;efe;) (c).
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In the Figure 2 shows that, the behavior of DCS at fixed collision energy /s =
3000GeV (CLIC). For « production, the DCS when the e',e beams right-right polarized
or left-left polarized are largest and the DCS equals zero when the e¢",e” beams are right-
left polarized or left-right polarized. For #* production, the DCS equals zero when the
e",e beams are left-left polarized, the DCS when the e',e beams right-right polarized are

largest.

6_
S..
=
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-~
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0 1000 2000 3000 4000 sS000
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Figure 4: The total cross-section of ee” — yu* as a function of the collision energy
Js when the e, = beams are unpolarized and polarized. Here (1), (2), (3), (4) are

exey, e'e, mix(eyeq;exne, e, ep), and e e, or eye; , respectively.

Next, we plotted the total cross-section as a function of the collision energy+/s . The
Js dependence of the e¢'e¢” — yu cross section is shown in Fig. 3 and of the e'e” — yu”
cross section is shown in Fig. 4. The figures show that the total cross-section decreases

when +/s increases for the u* production.

3. CROSS SECTION FOR THE PROCESS e'e” > Zu(u")

By using Feynman rules, the matrix element for process e'e” — Zu/(u*) is givens as
following:

+ For u production, the matrix element only through by s-channel:

_ lﬂ«og — uf 2 5 _ qsyqsv * _ av v _a
M _—AZ"CW (q2 —mf)V(pz)}/ ( 1+4s, +y )u(pl)(gw 2 jga(kl)( kaq,.g"" +k'q; ) 9)

)

z

+ For «* production, the matrix element through by u, t-channels:
M, = (p)y (47, () (4, +m, ), () (14453 47 Ju(p) 0
A" 4c, (% —m )

e
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A =0\ - ,
M= (qj_mj)wpz)y (~1+4s%+77 )&, (k) (4, +m )&, (k)y* (1+77 Ju(p) (5

After substituring u(k) into Pu(k) or Pu(k) and v(k) into P,v(k)or P,v(k), we
obtained the matrix element of the process e‘e” — yu/(u/*) when the e',e” beams are

polarized.

Similarly, we evaluated the cos@ dependence of the DCS and the /s dependence of

the total cross-section. We have obtained some results for the cross-section as following:
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Figure 5: The DCS of e'e” —> Zu (a) and e'e” — Zu* (b) as a function of cos@ when
the e*, e- beams are unpolarized and polarized. In Fig.5a, (1), (2), (3), (4) are e;e;,
exey, e'e , and mix(eyey, e;e; ), respectively; in Fig.5b, (1), (2), (3), (4), (5) are ¢/ey,

+ - . + -t - - - + - .
exe, , mix(ezey , e/e; , exey ), exey, and e'e , respectively.
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Figure 6: The total cross-section of e"e” — ZU (a) and e*e — Zu* (b) as a function of the
collision energy s when the e*, e” beams are unpolarized and polarized. In Fig.6a,
(1), (2), (3), (4) are e/e;, eye,, €e and mix(e,e; , eyey, ), respectively, In Fig.6b, (1), (2),

(3), (4) are eze; or e;ey, eney, €€ and mix(eye;, e;ey, exey), respectively.
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+ In Fig. 5a, the DCS when the e’e” beams left-left polarized are largest. In Fig. 5b,
the DCS when the e"e” beams right-right polarized are largest.

+ In Fig. 6, the total cross-section decreases when s increases. The cross-section of

the process e'e” — Zu* are larger than the cross-section of the process e'e” — Zu/ .

+ Furthermore, we caculated for the u "y~ — y(Z)u(u*)and obtained the same

results.

4. CONCLUSION

In this paper, we have calculated the DCS and total cross-sections of the process
e'e > y(Z)u(u*) in unparticle physics when the e,e” beams are unpolarized and
polarized. The results show that the cross-section depends strongly on the polarization of

the initial beams; The cross-section of the process e’e” — y(Z)u* is larger than the cross-
section of the process e'e” — y(Z)u ; For the process u"yu~ — y(Z)u(u*), we obtained

the results as for the process e'e” — y(Z)u(u"); and can observe the unparticle in the low
energy domain.
Acknowledgements. The work is supported in part by National Foundation for Science

and Technology Development of VietNam (NAFOSTED) under grand No. 103.01-
2016.44.
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SU'SINH U-HAT TRONG TAN XA €€
KHI CHUM €€ PHAN CUC

Tém tdt: Trong bai bdo ndy, ching t6i nghién ciru cdc qud trinh tin xa e'e” — yuU*)
vae'e” — ZUU”). Trong méi qud trinh tdn xa, ching téi da tinh todn tiét dién tan xa vi
phdn va tiét dién tan xa todn phan khi chim e*,e” khong phdn cuc va phan cuc. Két qua
cho thdy, tiét dién tan xa phu thudc vao sw phdan cuc cua chum e* e va cé thé quan sat

thdy U — hat trong mién néng lwong thap.

Tir khéa: U-hat, phan cuee, tiét dién tan xa.
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Abstract: We present gauge states and masses of the SM gauge bosons (the Z and W
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branching ratio Z — bb as a function of 6, we have derived limit for the Z — Z' mixing

angle. This result is helpful for fixing parameter space of the G(221) model.
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1. INTRODUCTION

The Standard Model (SM) is one of the greatest triumph of Physics in the 20th
Century. However the SM has some problems such as neutrino mass and mixing, Dark
Matter, etc. This leads to need in extension of the SM. Among the extended models, the
models based on the SU(2); @ SU(2), ® U(1)ygauge group (called G(221) model for shot)
[1-4] play an important role. In the [4] the G(221) the vector-like extra quarks and leptons
are introduced to solve the family lepton number non-universality, while in [3] the
vector-like quarks play a role of new physics at the LHC. In this paper we are concerned
on the couplings of the Z boson with fermions in order to get constraints on the Z — Z’
mixing angle.

2. MODEL

The model is based on SU(2), x SU(2), x U(1)y where the SM particles belong to the
representations of SU(2); x U(1)y and are singlets of SU(2),. The ordinary fermions are
assigned under SU(2), x U(1)ythe same as in the SM [3]
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v,

Lu.f. == Gt (1\2‘1_1) ) !'I-Irrh’ - (ll\l~_2) (1)

[
(1 L

where a = e,u,7. Similarly for ordinary quarks

Ug : | : 4 2
g = Aol B2, = aw e | 33,0,= ) dap~ | 311—= 1 2
Jal ( du ) ) ( .3) U gy ( ,j) Gap ( 3) ( )

where a = 1,2,3 is family index.

New exotic vector-like quark doublet (as the fourth quark generation) are in doublet
of SU(2), but are singlet of the SU(2), as follows

; U’ ) 1
(-‘.)Lf_:f = ( D') ~ (5,1,2,5) (3)
L/R

Ordinary quarks are the same as in the SM

tha 3.2.1,1 31,1, 4 1 3,1,1,—2 4)
(fr'd, === d“ ! Ly gLy 3 b u'u;; s e | 1 3 L] ¢ R Sl by 1 3 £l (

where a = 1,2,3 is family index.

The electric charge operator is defined as

5 Y
Q=T5" +13 g 3)

Higgs sector contains two scalar doublets and one singlet with the Vacuum
Expectation Values (VEV) as follows

, Hy 0 Hy ,
B = ] = 3. =(H) + Hi~(1,2,1,1) ,
HY? - HY
, Hf 0 Hy ,
H = = L) =D+ e~ (1,1,2,1),
Lrjg ﬁ ffg
S’ = v,+8 ~(1,1,1,0). (6)

The representations and charge assignments of particles under the gauge symmetry of
SUB)ex SU2); x SU(2), x U(1)yare expressed in Table 1.

The Yukawa couplings for the ordinary leptons are given by

SM R Tp——  d —— 77 U7 g , : 7
—L = hyQar HiUsr + hgpGar H dor + Ny Lar. Hilyp + H.c. (7)

Yukawa
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where the leptons get masses by the same way as in the SM. For the new quarks interacting
only with quarks of third generation (t and b) we have

—L% =y Q) QRS + y Q) Hybr + v: Q) Htr

+ myQ Q% + He.. ®
Table 1. Representations and charge assignments of particles in the G(221)
Fermions Scalars
ar up dp L In @iy H; H, ]
SU(3)c 3 3 3 1 1 3 1 1 1
SU(2)1 2 1 1 2 1 1 2 1 1
SU(2)2 1 1 1 1 1 2 1 2 1
U(l)y B - -3 -1 —2 - 1 1 0

The model give lepton mass and coupling the same as in the SM. Let us expand the

Yukawa couplings for quarks
SM —T7 l ——ry/

—LY wkawa < Pap@ar Hiwsr + hgyGar H1dor + H.c.

h vy hd, v

. pU1

UL UbR + :f/s

l”‘Tur', dt’:h’

I~ R
o
E|~

(= +

+ hiy(tiar, dar) ' upr + hiy(far, dar) ' | dyp+ He.
—11, 1
h.“bif-'i hdf " =
= —=UaLUr + —=dardpr (9
V2 V2 )
+ h::_h{ﬁﬂLH:}* - (?GLHL—)UM{ -+ hﬁh(ﬁ.,,LHf + (E,,LH:}')J{,R + He. (10)

= mass terms for u and d and Yukawa couplings.

For new exotic quarks, only the quarks of the third generation can couple with the

exotic ones:
— L7 = ypQh QRS + QL Hybr + H:Ejfl%fﬁ
+ meQ) Q% + H.c.

= (ypvs + H.’@)(FLU‘::; 4 FLD;?) + %WL{‘)R + %ﬁ[}ﬁ (11)

+ S(FLU}} + ﬁLD;;) + ;}b(FLH; +WLH¥)EJH + Ui (FL : ;}* = ﬁLH;)fR + H.c

= mass terms for U’ and D' and Yukawa couplings. (12)
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From (10) and (11) we get mass matrix for up-quark in the base (u;,c.,t,U;" ) as
follows

ohy, Shi. Shy, 0
my 0 —‘—hj’u ==hi. —=h 0
M, = _ | Al Ve ha (13)
Ty My %h?ﬂ 7% ':h." 75].’.;; U
0 0 ""—V/‘Ez YpUs + My

ht
where m, = ‘\‘;—' My = \/_ and my = ypvs + my.

According Ref.[3], we can choose the basis for which the first two generations of
quarks (i.e., quarks u and ¢) are in the mass eigenstates, however, the Dirac mass matrix
for t—U'" and b—D' quarks can be formulated by.

Between hie = he=0, we get

My 0
M, = (14)

My Mgy
Similarly for down-quarks

my, 0 _
M, = . (15)

megpt Mt

h%v

where my, = \;3‘ . Mypr = -’\%‘ and mp = myr = Ypvs + my.

Let us write mass term in the form

L e— f . B o . f_ .
(tr, U'r) M, }: =: ($£,0E) (Véﬁ/}f) M, (V 7 R) }:
Ugp v,

tr

= (EL-. U’L)Vﬁ (Vi M, Vfi:r) V.'{e"
Up

Trass

?umzss U"muw 11‘-’3“9 .
( ) U;__En.as.s i (1 6)
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where M, "¢ is diagonal matrix, the mass states relate with weak states as
li t
M = VIMVy,
f?!??,ﬂs“i f- f.I?I(LSS f-
L = ]/rf L R = I/’i R (17)
Timass L T! ? Imass R T/
bL L"L [‘}]’R (1.5 £ L"IR
Diagonalized matrix is determined by
‘J-d:'cq ‘Id:'a_qr = VIAMLMI 27
Mg My = VpMeg Vy (18)
diagt y pdiag __ ¢t 3 gt Lt
MM = VMMV, (19)
Where
{ i
c; '8
st L L o
L= . (20)
T
and similarly for V%', It follows that
i ] .2 ]
My 0 My My m MMy
MM = A : & (21)
s _ i , . D
My My 0 my My My Mg + M
Tt . 2 2 .
. my My m; 0 my + My My, N
MM, = [ =1 o (22)
0 my, My Mg My My mf__u
where m.f = m;m:. ”?E" = mL--mL..
From (18) and (21), one gets
4 2m, mf, 2my mL e ¢ My 'n'a.:ru, 23
tan 20; = —; 5 5 N 5 — tanf) ~ —5— (23)
My + Mg — Mg mi ‘ My
Similarly, from (19) and (22), it follows
2muml,, 2ml, ml,,
tan 20% = — : L~ 1 tan 0, » (24)
M — My — My My M

We will denote Cf = cosBi,St = si % and so forth. From (23) and (24), it follows

that the right-handed quark mixing angle is larger than that of left-handed quarks.
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In practical calculation, we have to use mass (physical) states. So from (17) and (20)

we have
JHLASS t t FINASS
t, \ (v~ tr [ st ir
Tt - L THSS o 1 i THTI8S (25)
UL Upres SL €L upmes

Similarly for other quarks
t ( ct, —st, fmass
;j h :rf ' ! i? ; (26)
{ R s R (‘H L I:ﬂnus,&
b / (-b _,_--'h pmass
) Lo ” j (27)
D :F \ ,.‘i"i (-'{!f‘ D»} i:uu.s-.s-
br (-i:? __,.’.?? b}g ass
N U ymass |- (28)
DH \ ;,-‘f? (-1;1} Dl{:’nu.s,-,

mass

Il

However, in the final result, the subscript will be removed.

The Lagrangian of Higgs fields is

Lyiges = Z (D*H))' D, H; + %r‘)".S"é)H.S" - V(Hi, H3, S") (29)
where
V(Hi, Hj,S") = {;ﬁ HIYH + N (H;*H:) ] - %;;.‘g.s'? + AsS™
i=1,2
+13S"® + S' (s HY HY + pos Hy HY) + Mo Hy H{ HY H}
+MsSPHH! + XasSPHYHY. GO
3. GAUGE BOSON SECTOR
Let us consider gauge boson masses, which arise from the part
Leaugemass = ) (D*(H}))' Du(H) (31)
where
D, = 0y — ig1Auata — igo Al b, — égyBﬂ (32)

After some manipulations, ones get mass Lagrangian in the form
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L ganourais = Lgunps siiia " Lange manes
Where
L¥auge mass = (D*(H1))' D, (H;)
= @njn‘**‘ + %(—A,m 3 Z—’I'B;.)(-,-u; + %B“}. (33)
and
LEauge mass = (D*(H3))" Du(H3)
= &ng W=k 4 ii(—,il;,3 + 2 B)(—-At + L pw), (34)
4 8 92 92
From (33) and (34) it follows
i, = ff'_ll i, = fﬁ; 5 (35)

Hence, the W is identified with the SM W boson; and this leads to replace g; with g
and vi=v =246 GeV.

Let us deal with neutral gauge boson mixing. The mass matrix for neutral gauge

Al X
bosons in base (Au:.’n Ays, By)
-
Al 393 0 ~V3gagy Ay
Ly= 3 Az 0 vig? —vig19y Al (36)
By —V3gagy —Vigigy (vf +v3)gy B
This means that the mass mixing matrix of neutral gauge bosons is given by
gl 395 0 —vigagy
fyfi,{,’, == 1 0 _I._.'Jg'z _-(_!zggy = J.fl'? + Alff (37)

—v3g209y —v2ggy (V* + v3)g¥
with g = g1,v = v; and M? contains mass term arising at the first SSB and depending only
on v,, while M depends only on v.

The diagonalization of this matrix can be done through three steps. The first step:

when (H;) = v, # 0 and v =0, we have matrix
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95 0 —gagy

2 *}?
M:=—= )
1 1 ( 0 0

—g20y 0 gy

The matrix (38) is diagonalized by the matrix

Ca ” —Sg
Ci=|101 0
S 0 (&7]

Y
where tanf = Z—Z. Then we have

)

2
r g2 T oo | P22 0 a2
M., = C1.M}.CT = diag (Z(y; +g%),0, 0)
and
{g§+g’2}2_t_,g+lg’.1 2
1 a

12 — Y g2 T ‘2,2

_y*:;{,z

a3

where we have denoted g3 = gco, g = g1, &' = gy co.

a3

g*v?

_ggf_[.."_)

At this step, the original gauge fields Z;,, A3 w By, transform to A
Z'z#‘ '-1;‘;t Co 0 —59 '_1;i;i
AL, | =Ci| A, |=]010 A3,
B;‘ BL Sg [] Cp Bﬂ

Here, we have denoted

92 g2

Co= —me— = 2 =3 go =1/ 92 + 972/
VIR+9E a3+ ’ ’

Hence

V93— 9" g

: S =
g2 92

Cp =

14
3w

(38)

(39)

(40)

(41)

(43)

(44)

In the second step: when (H;) = v; # 0 and v, = 0 we diagonalize the right-bottom

2x2 matrix in (41), namely
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[0 0o o
4 v? ;
Mgy = 7|0 9 —99' (45)
0 —gg g°

The matrix (45) is diagonalized by the matrix

1 0 0
(-'2 F— 0 Cw —Sw 5 (4(])
0 sw cw
where tanf,, = g;
We have then
ﬁjﬁ'ﬂfd-iag = Cgﬂffc_? = dlr},g (U, %(gz —+ _qrz), 0) (47)

Hence, the matrix in (41) is transformed to

‘Ui ”"'?zlz: 0

M} = Cy.M{,.C7 = | m%,, m% 0|, (48)
0 0 0
where

. 1 g )2 o g 5,  vyg +v%g" :
M; = -1+ —— | gcgv; + ———v° = — — 49)

Z2 4 ( (92¢0)2) 2% " A(gace)? (g2 — g”) (
2 9(g* +g%)swe?  v¥g .r_
Mz, 2, = T == (50)

9 ]. g iy 9 a9 f
Mz, = 3{9‘+g Jue. (51)

Note that our formulas (49) and (50) coincide with Eq. (19) in [3]. At the second step,
the gauge fields Z,,,Z;,,A4, transform to Z, #,Agw B,i by

Fo T 10 0 Zs,
Zl,u Cy -"liiy 0 ¢ W —SW 11;1
‘ [)”r 0 Sw Cwu B’
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Therefore we have

Zoy Loy -‘lfi;:
Zy | = C| Az | =C2C1 | A,
A, B, B,
1 0 0 cg 0 —sy “J‘;s,;
=1 0cw —sw |- 01 0 Az, (52)
0 sw cow s 0 cp B,

In practice, it is useful

Ay, Zoy \
A3, | = (CC)T | 2,
B, A, )
( cog 0 sg (l 0 0 \ VAR
- 0O 10 11.10 ew sw VAR
\_""ﬁ 0 ¢ \U' —Sw Cw | A,
( Cop —SgSw SeCw Zz,:\
o e sw ||zl (53)
\—50 —Cosw cpew Ay )

The last step, matrix in (55) is diagonalized by matrix C3

Cz —S8z [}
Ci=| sz ¢z 0], (54)
0 0 1

where ¢z = cosf, sz= sinfzand the mixing angle Z,, Z; is determined

2m?

o O — 2,25
tan .292 = —ﬁ
Mz, —mz,

It is emphasized that our tan26; is opposite with that in Ref. [3].



TAP CHi KHOA HOC - SO 24/2018

81

Let us summarize the above procedure. The physical gauge bosons relate with original

ones by matrix

Zaa
J 1p
A

M

The physical states Z’ and Z get masses

M3, + m%,

‘ 1 = 2 :
Mz = — 3 13 \/(‘n"f%z —mg,)? + 4'”?'4’7122.

It follows that
C}' = Ca.Cg.Cl.

.Uimm = Cp.Myo.Cr = diag (M3,

The gauge bosons transform accordingly

A, z
Az, = ((-w-'i(fz(-.‘l)?‘ Z,
B, A,
( cog () sg 1
= 0 10 1-10
\—:s,; 0 cp 0 —sw cw

( Cg —SpSw SpCw

= 0 Cw Sw

\—»‘99 —CoSw CoCw

4. CURRENTS

The main Lagrangian:

Ly=iy Fy"D,F=i) Fy"9,F+JmA*+J
B F

The covariant derivative is given by

(57)

(58)

(59)

ZV + JLZE + TYWE 4+ TV W (60)
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D, = 8, —igTPA -igT,}”Aw—z—YB“

pa
2
= 0y — g2 Z T,:(Z)AL-;'. — g Z T-;'( : }Am
i=1
— g Ty Al — igTy" Ayg — "g YB,

_ 5 _ipCC _ ;pNC
= 0, — P~ —iP, ",

where B¢ and P,Y¢ are parts responsible for charged and neutral currents.

4.1. Neutral currents

The part (for neutral currents) is given by

p;\'f.-' = 92?';5(2)‘4:13 + g’ﬂil)_ﬁl”g B {%YB,H
Using (53), the neutral currents are given by

N 2 gy . .
R;\( = (_qu:gJ).‘igf‘.l,l[' ~+ ‘G??EI)SH‘ -+ ;—)} I'-'f?l‘"l.i') .-"1‘:

2 1 gy .,
+ (ngzi )(—Su-‘fu') + 9T3( )f‘u' + _.—)'} [—f'a-qn')) le

(GzT; cy + g_,} (—53)) Zoy,
_ (2) . _— Y —
= (757 gsw + 973" su +-§'yhu Ay

}.’
+1( T;: ‘+T )"“)le

CH

+t (171 - 5§) - %0Q - 1" — %)) Z,

Cw

; Y
= gSw (Igz) + T:EU + ?) ":1.::

q b4
+'ﬂ—{l' (T:;m Sy (T“) + Tzim + T)’)) VAP
( 9 F (
+ 2t (17 + 310 - 53Q) 2,
h ( P
= (4(2__1‘“ - i '(_}" (I:EI] == "'.21(2) Zl,u
w

+24 (17 + 315" ~ $3Q) Zop

Cus

w

where e = gsyyas in the SM.

Notice: To get Z, couplings, the following replacements: g = g5 = sg,cw= co.

(61)

(62)

(63)

(64)
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The neutral currents interacting with the Z; boson

L= z“ Ii’# (65)
From (63) one has
Bou = P [TV PL = s3,QU™)] £
+ oo [T ()P — s QUY)| £
= Ju.(f*) + R (66)

The neutral currents are usually written in the left-handed (L) and right-handed (R)

forms
) = 3 [olu i@ — 1) + glnfrld + 1]
2 . (67)
Comparison of (67) with (66) yields
T T:i”(ff,,H) — s Q(f) (68)
For completeness, ones give out the V' — A form of neural currents
B0 = 5 [oly Fruf — slaFrcnt] )

Relation among two kinds of coefficients are as follows
) f I oo af !
91iv = 911 T Y1irs 914 = 91L — Gir.

The neutral currents are usually written in the left-handed (L) and right-handed (R)

forms
R =3 |1 = 16)f + gl Fr(L + )/
2 ) (70)
Comparison of (64) with (70) yields
gin = T3 (fr.r) + T3 (f) = $5Q(f), a1
For completeness, ones give out the V' — 4 form of neural currents
Jou(f) = % [gii-f'inf — Gaafnnf| )

Relation among two kinds of coefficients are as follows

gVf=gLf+ gRf, gAf = gLf — gRf .

From (64) ones get non-vanishing couplings of the Z; are given in Table ??.
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To deal with physical fields Z and Z’ we change as follows

Z‘Z_u . Cz Sz ZL, (73)
Ziy —Sz Cz Zy,

Then, Eq. (75) is rewritten as

N _ 9 9 o et
£f = EI;I’IZ{ — KJE“((ZZ’ - "’ZZ.H)
g = : . ¥ 5 ; , -
= 2 [T00) - QU] (a2 - 522,) (74)

For physical Z and Z' we have to associate ¢ for Z; and s for Z, as follows The neutral

currents interacting with the Z boson
NC __
L;® = —
g -
= =—, [9{(1 — %) + gh(1+ ".ra)] f

= =L J, [9{- —.r;_ﬂ".r.-,} 7 (75)

where

ol r = cz [TE(F) = shQA)| + 52t [TV (1) + ST (F) - s5Q(f)]

Coupling constants given in Table II

Table 2. Non-zero coupling constant of Z

f 9L IR gv 9A
1 2 i s 2 PRI
v = [(.; + s;f.e.ﬂ] 0 = [(: -+ .».,f..so] 3 [;_. + _s:f,.,(']
1 2 1 = P 5 1 - 3 = c- 1 %
l (r:{—; + 5,) + 55:!‘5; c: 8y, + s:ts; =g5Cs (1=4s3) + 53:!35 =g 5"‘1”"5
1 4 1 " 2 & # 1 4 5 . 1 1 "
u 5 es(1— 55;,) = s.u:f:.-;, % (czs5 + s=tsy) o 5= ;s;, -5 tsy; :2-(:: + Eszfsa
1 2, 1 o 1 . Yy 2 . 1 " 1 1 .
d 3 [t':(—l ES ;s'{:) - as:!sa] 3 (e=52, +,».':f.~‘§] C= (_E + —;-.f‘) BS Es;!sa —E(‘: o E,-;_-.'sé
i, 2 1 2, 2 1 2 , 1 2 2
[ —3r'_su + 5=t E—E‘sa = c:8y, + 5=t 5—55(, _3‘-":: + 5.1 I_I"ﬂ 0
1 ; 1 1 1 ? 1 1 ., 2! .. 2 ;
D’ ;(.‘:Hﬁ‘ — 5.t (3 - —i*ﬁ?) ;czs;’” - 8.1 (E - —5*;;) Sr‘:xl-:, — 5.1 (1 — _‘]"r-;) 0
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£',\'r' _ g 7:,,,;(1
! ‘11

= 5P 9 (L =) + g4 (1 + )| £ 2"
20w

g =

= Tf Y [y{*r I ] fz (76)

where
ot.n =52 [-TO (1) + s QU] +tez [TP(f) + 3T — s3Q(F)]

4.2. Charged currents

This part is common for the doublets.

Let us consider the charged currents for SU(2); doublets

) 2 . 0 11+
pt’..‘(..‘l — EA = g H .
I g 2 I \/5 L ‘-"’I_ [ ) ¥ (7 8)

i=1

where [/ = (A, F A,,)- Therefore for SM doublets ¢, and L, we get couplings the

7
same as in the SM, namely

ect _ Z FA!'#- P;"c:'] F

F=qp.Lg

g T :( _ ) - - 1(1 _F}’ﬁ) 7+

= E li'}»‘ TU W, + oyt TEH %
. 1 (79)

+ \% lu‘ d=7%) _2 '5) AW, + dy* =) _2 5 -u,Ifi-"}j]
The charged currents for SU(2), doublets
_ L7 o [ O Wt
Pf'(:"z - gz E/i’“- _ g- i o

¢ i1 2 ! ﬁ I'{,.';_ U (80)

where W’J—r =—= (A + ALZ). Therefore for SM doublets g, and L; we get couplings the

same as in the SM, namely
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L(-'("? - Z F“ H P( C ’
F=Q', Q)
_ \‘;‘—G [F'n,“ﬁnj; + DA Fn;’,—] , (81)
The total Lagrangian is

L(.'-'(..-' s L_('-'C‘l + L(?("2
[ - 1 — =
zﬁw%mu + =) 2'} )sw;]

: ]- — Vs a = ]. — Y
ﬁ,-:r_,u ( 2 f} )(“,1;- + dﬁr_u ( 2 .() "“-I"'I"!p_jl (82)

L] L (o)
Sl Sle Sle

_ﬁf’\fluﬁl'{;;:—’— + ﬁ"f'ﬂ FH,;—] _

5. PHENOMENOLOGY

The Z decay has the form [5]

N G M3 i - BB — G2 _
L'(ff)= £ BF\/—/ N/ (j (l‘}'.ﬂ“ = 5 |fh |2) (14+ng)Rew Rocp (83)

m2
where f§ = /1 —4 M—’; [ is very small and we present a result which is correct up to terms
Z

of order aa,:

r .'OG 2 2
r(f7) = 292z s (lof PR + 19412 RY) (14 ny)

6v/2 (84)
where N/ is the color factor and other parameters are given in [5]
P 3G rm?
pi= 1+ ép-()p(f #b) = 8\/‘_?1'”; )
: 85)
. GpmE o1 my N (
0p(f=0b) = 2\/—7_2 ny = 10 5 2;1-1'% s Mpp 0‘
The non-factorial electroweak corrections is given by [6]
3(‘[(.\1{4) ¥ mf 30(.11(/)
Rl,=1+——22 Ri=1-6—L 86
! * 47 A M2 4 (86)

where a(M,) = = 0.1182. The QCD correction is given by
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5 3a, . Y 5
RI(s) = Ri(s) =1+ 222 + % 4 0(a?) (87)
: Ar ™ T .
For the special channel decay Z — b b, one obtains
_ mGpM; ) . 2o TL 3t
[(Z — bb) = Tzf' (195 1R} + |94 RY) x 10 = m}f{ | (88)

with

Grm? . 3a(My) [ PR
gy 2 - R (1 : —*)
& 227" T T T

m?  3a(M, Y L . Ol 89
By = (1—6"” y JolMz) “)) (1+ = Q2+&)_ (89)

M3 47 127

’

In the G(221), the coupling of the Z boson also depends on two parameters such as sy
and s, in mass states. In Fig. 1 we have plotted branching decay Z — b b as function of Z
—Z' mixing angle 6 for three values of s, = 0.04,0.06,0.08. Comparing with experimental
data Br(Z — b b) =0.37727+0.0005 one gets limit for the Z —Z' mixing angle 6 as follows

s. = 0004 = 6€[0-0.1],

I

0.006 = 6 € [0.05—0.15],

s. = 0008 = 6€[0.12-0.17]. (90)

0.3780 F .
03775 F E

?_, 0.3770 F |
O 03765F |
) [ ]
T 0.3760 | _# ; E
o - st [5,1=0.04 ———— 0.37727+0.0005]
i ————— s,|=0.06 ——— 0.37727-0.0005!

i 75 : -.co -:

e S PR |5,/=0.08 :
03745 £ SR B S Y R S S S S I S

0 50 100 150
s, x1073

Figure 1. Br() of I'Z as function of |sz| in the G(221)
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6. CONCLUSION

In this paper we present in details diagonalization of neutral gauge boson sector. This
procedure consists of three steps and two first steps are consistent with result in Ref.[3].
However, at the last step, our result is opposite with that in Ref. [3]. Studying branching
ratio Z — b b as a function of 0, we have derived limit for the Z — Z’ mixing angle.
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MO HINH CHUAN CUA CAC LOAI HAT CO BAN TRONG MO HINH
SU(2); ®SU (2), ® U(1)y VOI MO HINH VEC TO KIEU HAT QUARKS

Tém tdt: Bai bdo trinh bay vé trang thai va khéi lwong cia hat gauge trong mé hinh
chudn ciia cdc logi hat co ban gita mé hinh SU(2); @SU (2); & U(1)yvéi mé hinh vec to
kiéu hat Quark. Khi nghién citu ty 16 phdn nhinh Z — bb theo ham cia 0, ching ta
chuyén doi gioi han tir géc ban tay trén Z — Z°. Két qua mang lai givip ¢é dinh ving tham
6 trong mé hinh G (221).

Tir khéa: M6 hinh chudn, SM, céc loai hat co ban, mé hinh vec to kiéu hat quark.



TAP CHi KHOA HOC - S6 24/2018 | 89

DISCUSSION ON THERMOELECTRIC ECONOMY
AND RESEARCH OF BISMUTH TELLURIDE

Nguyen Bich Ngoc', Tran Van Quang *
' Graduate University of Science and Technology, Vietnam Academy of Science and Technology

’Department of Physics, University of Transport and Communications, Hanoi, Vietnam

Abstract: The thermoelectric effect, first discovered by Seebeck, has been known for a
long time. Its practical applications can be found in thermocouples, thermoelectric
generators and thermoelectric refrigeration modules used in electronic devices, etc.
However, current applications for the energy issue are limited and not come into daily
life due to the poor performance and cost demanded. Improving thermal efficiency is still
a difficult task. In this article, we select to introduce thermoelectric effect in economy and
provide discussion on research of Bi,Te; the favorite thermoelectric material. We used
density functional theory and Bolzmann transport equation for the calculations. The
results are consistent with experiment and other calculations.

Keywords: Thermoelectric effect, Bolzmann transport equation, density functional theory,
and thermoelectric cost.

Email: tranquang@utc.edu.vn
Received 2 May 2018
Accepted for publication 20 May 2018

1. THERMOELECTRIC EFFECT

Thermoelectric effect has been investigated long time ago which allows direct
conversion of heat into electricity. When the temperature gradient applied at a junction of

two different conductors, the electric field is generated, E =5 VT, where S is the Seebeck
coefficient or the thermopower. This effect is called Seebeck effect. In contrast, when there
is an external current in the corresponding circuit, the temperature gradient occurs. This
effect is also called the Peltier effect. The Peltier effect is much more widely used than the
Seebeck effect in refrigeration modules. Today's typical thermoelectric materials are
chalcogenide compounds such as Bi,Tes;, Sb,Te;, PbTe or other materials such as

skutterudites, clathrates, half-heapslers, and related oxides, and etc [1-3].
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The thermoelectric efficiency of a device or a material is [4]
=|1-2< —VT ,
L NI+ ZT +—=

h

where T, is cold-source temperature, Ty is hot-source temperature, and Z7 is the
dimensionaless figure of merit. ZT strongly depends on materials and it is usally used to
qualify the thermoelectric performance. It is defined as

ZT=S*6T/x, )
where o is electrical conductivity, k the thermal conductivity and T the temperature.
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Fig. 1. Development of improving ZT [5]

Table 1. Typical ZT values of materials and their cost used now aday [6]

Compound zZT T (°C) n Cost ($/kg)
Cobalt Oxide 1.4 727 12% $345
Clathrate 1.4 727 12% $5,310
SiGe 0.86 727 9% $6,033
Chalcogenide 2.27 727 16% $730
Half -Heusler 1.42 427 17% $1,988
Skutterudite 1.5 427 18% $562
Silicide 0.93 727 9% $151
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Improving ZT encountered many obstacles due to conflicting requirements. Highly
conductive metal is accompanied by very small S and very large k. In contrast, the
dielectric material gives large S while the electrical conducting is poor. Today, in order to
develop the field, one focuses on semiconductors to seek. However, the value of ZT is still
low. In addition to the scientifically-found-high-Z7 materials, their price is expensive.
Table 1 presents the ZT values, operating temperatures, performance and cost of some
common compounds today. Such obstacles have made thermoelectric technology to be
difficult to implement in practical applications.

Despite these limitations, the TE application is still noticeable due to its stability and
ease of design. The diagram describing the application of the TE effect is illustrated in Fig.
1. In order to increase the power, one must pair the semiconductor components together to
form a sequence for generating electricity. A hot surface works as heat absobtion taken
from the heat source (such as in a car, a motorbike or a machine). A cold surface is
exposed to a normal embient environment, i.e. heat sink or coolant. Such generated
electricity as mentioned above, is costly. Table 2 shows the cost of electricity generated by
TE generation compared to the electricity produced by other methods. Basically using
electricity from theTE generator is very expensive which is not found frequently in our
practical component in Vietnam.

generated current ceramic substrate

p-type material

n-type material

conductive metal
applied heat

Fig. 2. The diagram depicts a TE module as an actual equipment of the Lairdtech company
(https://www.digikey.com)

Table 2. Electricity costs at various temperature ranges [6]

Operating temperatures Electricity Cost ($/W)

Geoelectric $4.14

Low (T;~100°C) Half-Heusler Thermoelectric

. . 125.05
(Bulk ZrO.ZSHfO.ZST10.5len0.994Sb0.006) $
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Operating temperatures Electricity Cost ($/W)
Silicon Quantym Wire, Thermoelectric $104.18
Chalcogemde': Thermoelectric $62.44
(Nanobulk B10_5ZSb1A4gTe3)
Rankine Circle $4.00
Solar Cell $3.60
PV Target $1.00
) o Skutterudite Thermoelectric $19.02
Medium (Ty~250°C) (Bulk Yby,Ing>Co4Sby,) '
Half-Heusler Thermoelectric $14.45
(Bulk Zry 25sHf.25TiosNiSng.994Sbo.006) ’
Chalcogenide Thermoelectric $11.92
(Nanobulk Bi0_528b1A4gTe3) )
Nuclear $5.34
Coal $2.84
Gas $0.98
. o Silicide Thermoelectric $5.56
High (=300°C) (Bulk Mg:Sin ¢Sno.) '
Chalcogenide Thermoelectric $5.06
(Blﬂk AnglngTezo) )
Half-Heusler Thermoelectric $4.48
(Bulk Zry 25sHf.25TiosNiSng.994Sbo.006) )

2. METHOD OF CALCULATION

The development of science searching for promising materials to overcome these
obstacles is one of the great challenges of science today [2]. One of the most important
materials are the alloys of chalcogenides [3,7-11]. New effects among these materials are
being explored. One of the most cost-effective practical approaches today is the research
based on calculus ultilizing density functional theory [12,13].

For any particle system, the Schrodinger equation for the description is given by

_ %)
H|\P>_z7 3)
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in which H is Hamintonian. In fact, this leads to a system of unknown Avogadro size
equations (10% particles per gram). Solving this problem even with the help of the most
modern supercomputers is impossible. In the simplified approach of using the principle of
variation, the energy expectation is gradually leading to the formation of density functional
theory. The fundamental quantity in the theory is the electronc density function. The
foundation is based on two Hohenberg-Kohn theorems [12,13]. The first statement states
that the electron density is uniquely determined by the external potential (with the
difference of an additional constant). Thus, it shows that the density functional theory is
clearly expressed in term of electron density (and not necessary to consider the wave
function of the system in the usual way). The second theorem allows us to work with trial
densities, i.e. the minimum energy density is the density of the real system [2].
Accordingly, the total energy is electron density functional

Elp]=Flp]+ [ v(F)olF)dr 4)

where F [p]zT [p]+ Vee[p] is a universal Kohn-Sham functional. It is generally

transferable for any system. The electron density is synthesized by Kohn-Sham orbital y

N

plF)=n(w|w) (5)

i=1

in which n is occupation number. The Kohn-Sham orbital y obeys Kohn-Sham equation
Hyy, =&y, (6)

AL 7 - . ) .
where H . = Y +v(F)+ I %df' +v, [o(F )] is  Kohn-Sham  Halmintonian;
F—r

Veelp]=0E . [p]/dp 1s exchange-colleration potential. Equation (6) is solved self-consistently
as following

pin_)V—>HKS_>l//i_>pout_)pconv (7)

This means that Halminton Hkg is determined from a trial density. Thus, vy is obtained
by solving (6). Next, p synthesized and one cirles is completed. The self-consistent
solution is achieved until p is converved. The central difficulty here is vy. This is
approximated in different ways such as by using local density approximation (LDA),
generalized gradient approximation (GGA), etc. [13]

3. RESULTS AND DISCUSSION

The solution of Eq. (6) above gives the total energy of the crystal system. For new
materials, this is also the way to search for the most stable structure. Therefore, the ground
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state of the relevant material is analyzed. The density of state (DOS) and band structure
around the Fermi level play a crutial role to determine transport properties of a compound
[14,15]. The steep DOS at bandeges gives rise to the large Seebeck coefficient and
therefore the high power factor. This is main feature of Bi,Te3 leading it to be a potential
TE material. From ground state, we utize the solution of Boltzmann Transport Equation
(BTE) [10,11,16] to determine the TE coefficients [17], i.e. the Seebeck coefficient and the
power factor [18,19]. Accordingly, S is estimated through the solution of BTE equation as
follow [16,20].

300 ‘
—T = 200[K]
1 e . - e T= 300[K] |
- -T = 400[K]
100 T = 500[K] |
— —T = 600[K]
¥ O ;
2
—.100 [
7]
-200 -
-300 -
-400 ‘ . ‘ ‘ |
-1.2 -0.8 -0.4 0 0.4 0.8 1.2
E-EF [eV]

Fig 3. Seebeck coefficient, S (uV/K) at various temperatures as a function of chemical potential.
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Fig 4. Two-dimensional representation of thermopower S (uV / K)
as a function of temperature and chemical potential.
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where

0= as ey e ble- o )

in which ¢ is eigenvalues obtained from Eq. (6), f is Fermi-Dirac distribution function, e
the elementary charge, 6 Dirac-Delta function, v the group velocity determined form 8(l€ ),
and k the wave vector.

The result calculation of S as a function of the chemical potential at different
temperatures are presented in FIG. 3. At low temperatures, the chemical potential
dependence of S is altered strongly. This is due to the bipolar effect and the Pisarenko
effect [1,21]. This somehow demonstrates that Bi,Tes; is a narrow band semiconductor. The
resulting transport coefficient derived from the contribution to transport properties comes
mainly from the p states of the elements Bi and Te [22]. But when we do n-doping, we get
the main contribution of the remaining Te, but the slope of the DOS in the case decreased
slightly [3,23]. For the detail, we present in FIG. 4 the temperature and chemical potential
dependence of S as 2D functions. As can be seen, the highest S is obtained when the
chemical is small, and the temperature is low. This is consistent with previous calculations
and results published by empirical and other calculations in which the maximum S is of
about 200~300 nV/K [3,7,23-25].
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Fig 4. Power factor at various temperatures as a function of the chemical potential.
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Next we examine the power factor, Szo, as a function of the chemical potential at
various temperatures. Since ¢ is the relaxation time dependence, i.e. ¢ is proportional to
relaxation time parameter 1. The value of t is about 10™'*s for the chalcogenide compounds
[23,24,26,27]. To generalize, we estimate S?c/t which is relaxation time independence to
make discussion. We present the calculation results in FIG. 5. It is clearly seen that in the
too small or too large doping levels, the power factor is very small. For the low doping
level, S is very large while o is small. Therefore, ¢ plays important role in this area while
in large doping level, o is very large while S is very low leading to a decrease in power
factor. In other words, in this region the coefficient S determines the TE properties of the
material. These results suggest that to improve power factor, the doping level must be
optimized. The value of the optimal doping level depends on the temperature. To
substabtiate the point, we present in FIG. 6 the power factor as two variables dependence
of the power factor, i.e. as a function of temperature and chemical potential. The peak of
power factor is occurred at around -0.5eV (for p-type doping) and 0.2 eV (for n-type
doping). These doping levels is desired to improve the power factor. Moreover, p-type
doping level with optimized doping level gives higher power factor compared with that of
n-type doping.

/
i

82517 110" wm 'K 2s™]

T [K]
E-E. [eV]

Fig 5. Two-dimensional representation of power factir a function
of temperature and chemical potential.
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4. CONCLUSION

TE effect is important in the current demand for green energy resource. The study of
thermoelectric effects in Vietnam is a hot topic. This paper deals with issues related to:
thermoelectric effects, typical applications, cost and one aspect of scientific calculations of
thermoelectric materials research. We also performed a real calculation for Bi2Te3 and
provide relative discussion using density funtional theory combined with Boltzmann
Transport Equation to estimate the Seebeck coefficient and the thermal power factor for
Bi2Te3 as a function of chemical potential and discussion. Calculated results are consistent

with previous experiments and calculations.
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VAN PE KINH TE NHIET PIEN VA NGHIEN CUU
TINH CHAT NHIET PIEN BISMUTH TELLURIDE

Tom tat: Hiéu img nhiét dién, phat hién dau tién boi Seebeck, di dwoc biét dén tr ldu.
Hiéu tng nay ngdy nay duwoc biét dén rong rdi trong khoa hoc va doi song. Céc iing dung
trong thuc tién cé thé thd'y la cap nhiét dién dung cho cac dau do nhiét do, pin nhiét dién,
modun lam lanh cho cac thiét bi dién tu, ... Tuy vady, cac wng dung hién tai cho véan dé
nang heong van bi gi6i han va chia di vao doi song thuong ngay do hiéu sudt cia cdc
thiét bi con thd'p va gia thanh con cao. Viéc cai tién hiéu sudat nhiét dién cho dén nay van
la mét bai todn khé. Trong bdi bdo cdo ndy, ching téi gidi thidu vé hiéu irmg nhiét dién tir
thue tién wng dung don gian dén khoa hoc hién dai va chi ra nhitng van dé con ton dong.
Chiing t6i thue hanh nghién ciru bang Iy thuyét phiém ham mdt dé va Iy thuyét vin
chuyén Boltzmann trén vit liéu kinh dién Bi,Te;. Két qud thu dwoc phii hop véi thuc
nghiém va cac tinh toan khdac.

Tir khéa: Hiéu iing nhiét dién, phicong trinh vdn chuyén Boltzmann, Iy thuyét phiém ham
mdt do, va gida thanh nhiét dién.
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Abstract: The mathematical-physics equation is a application subject, requires students
of pedagogic of physics and mathematic must understand the methods and techniques to
calculate. There are many methods applied in mathematical-physics equations such as
Laplace transform, Fourier transform. In this paper, we introduce the Fourier transform
and applied to solving the problems of circuit AC and thermal transfer (diffusion
equation). The illustrative exercises show the advantages of this method in comparison
with other methods for the above problems. However, that the application of Fourier
transforms is more limited than that of using Laplace transforms as it requires the
absolute conditions for integrals.
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1. INTRODUCTION

In advanced mathematics as well as in mathematical-physical equations, students
have been studying thematic sequences, including Fourier series and some applications of
the Fourier series. However, the Fourier transform and its applications to solve differential
equations in circuit problems, thermal transfer, wave propagation, diffusion, etc. have not
been considered due to the time condition of the course subject. These problems belong to
a class of exercises that are very useful for students of pedagogic of physics and
mathematic in depth research in solving problems in electrical circuits, wave propagation
and thermal transfer... Addressed directly to this problem by analytical methods usually
very cumbersome and complex, so physicists have developed several methods of
efficiency and fully resolve the problem as Laplace transform, Fourier transform ...
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Today, with the help of computers, solving these problems with the above method
proved to be effective quickly. This article briefly introduces the Fourier transform and
focuses its attention on the application of the Fourier transform in solving a number of AC
circuit problems and specific diffusion problems.

2. SUMMARY OF FOURIER TRANSFORM

Fourier transform applications effectively solve the problems of circuit AC, diffusion
as well as many other problems such as integrals, solutions of differential equations,
diffusion problems, mathematical-physics equation ...

Consider the set L 'of the functions f(x) satisfying the Dirichlet conditions in any finite
interval. In that range, continuous function f, or a number of finite discontinuity (type one),

and absolutely integrable in the range (-c0, + ), ie exist the integral Hf (X)|dx .

—00

Then, for all feL', we have:
_ 1 T i io(x—t)
f(x) = %jw de;o f£()e*Vdt . (1)
We can write (1) in the following form:

1% -
f — 10X
(x) —2n[o G(w)e do, )

G(0) = Tf(t)e_i“’tdt . (3)

The function G(w) defined by formula (3) is called the Fourier image of the function
f(x). Sign:

O[f(t),0] = G(w). 4)
The mapping ¢ is called the Fourier transform of the function f.

Let feL’ and Fourier of function f:

— L T iox
0= L G(w)e™ do, (5)

G(0) = Tf(t)ei"”dt . (6)
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First of all, we consider the special case of the Fourier (5) and (6) formulas because
they have many applications for studying non-stop phenomena in electrical circuits.

Suppose the function f(x) is zero with x <0. Then the formulas (5), (6) are of the form:

1 % -
f — 10X
(x) 27[[@ G(o)e'do, 7
G(o) = Tf(t)ei“tdt. (8)
0

Formulas (7), (8) are construed as follows: If f(x) satisfies the Dirichlet conditions in
finite intervals within (0, + c) and absolute integrates in (0, + o), then integral in the right-
hand side of the equation (7) equal f(x) with x> 0 and equal zero with x <0; when x = 0,

. N o
that integral is Ehr% f(x) . Note that the opposite is not true.
X—>

We have a relation between the Laplace transform:
F(o+iw) = Te‘<°‘“°’)"f(x)dx , (0>0), 9)
0
and Fourier transform:
G(o) = Te‘i‘”"f(x)dx : (10)
0

in that, f(x) satisfies the Dirichlet conditions in finite intervals, and the integral is in (0, +
). We have:

G(0) = limF(a +1w) = F(in) (11)
a—0
Thus, the Fourier image G(w) of a given function to equal the Laplace image F(p) of

that function if set to p = i®. For example, if f(x) = €™ (a> 0) then F(p) = and

+a

according to formula (11) then G(w) =

C
. However, if f(x) = C, then F(p) = —, and G
1w+a p

() does not exist because f(x) = C does not have absolute integral at (0,+00).

The relationship between the Fourier transform and the Laplace of a function given by
Equation (11) demonstrates that, when solving differential equations and mathematical-
physics equations, we can also use Fourier transforms. It should be noted, the application
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of Fourier transforms is more limited than that of using Laplace transforms, since it
requires the function must to be absolute integral. The application of the Fourier transform
of functions to solve differential equations and mathematical-physics equations is the same
as applying the Laplace transform. Indeed, if G(w) is the Fourier image of the function f(x)
with the assumption f(0) = 0, from expression (11) and the formula for the Laplace image
of f'(x) = pF(p), we have the Fourier transform of derivative f'(x):

ioF(io) = ioG(). (12)

T 1
In addition, from the formula for the Laplace image of the integral jf (tH)dt = —F(p),
0 p

Fourier transform of jf (t)dt is calculated by the following expression:
0
e
gl(D) _ G'(oa) . (13)

100 10

Thus, when solving differential equations and mathematical-physics equations, the
formulas of the Laplace transform can be used by replacing F(p) by G(®) and putting p =
io. If G(w) is the Fourier transform of the function f(x), then f(x) can be found by the
formula (7).

N(w)

In particular, if Fourier transform G(w) is a form of G(w) = m, where N(w) and
®

M(w) are polynomials of ®, and the degree of the polynomial N(w) is lower than that
degree of the polynomials M(w), provided that the following equation:

M(w) =0, (14)
only single solutions. Then, the function f(x) can be defined by the formula:

= 32N s

, 15
i M'(o,) (>

here, the index k of total in (15) takes all the solutions of equation (14).

We know that in electrical engineering and radio technology the intensity of current is
usually indicated by the letter i, so to avoid confusion, we will denote the virtual unit by j.

3. APPLICATION OF FOURIER TRANSFORM TO SOLVE THE AC
CIRCUIT PROBLEM

Following, we apply the Fourier transform to solve some specific problems.
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3.1. Problem 1

For the rLC circuit (Fig. 1), the power source E has a constant
electromotive force. Assume that when t = 0, the current i(0) = 0.
Determine the instantaneous current i(t) in the circuit.

The answer:

When there is current i(t), the voltage of the circuit consists of Fio. 1
o di '
the offset voltage for a power of electrical inductance Ld—, and the
t

voltage r.i caused by the resistance of the circuit. So we have the equation:

LY iog (16)
dt

Since the constant E does not have absolute integral over the range (0, + ), it is not
possible to apply the Fourier transform to each term of the equation. Then, the derivative
of the two sides of equation (16), and applying the Fourier transform. Let i(®w) be the
Fourier picture of i(t), we obtain:

Since the constant E does not have absolute integral over the range (0, + ), it is not
possible to apply the Fourier transform to each term of the equation. Then, the derivative
of the two sides of equation (16), and applying the Fourier transform. Let i(w) be the
Fourier picture of i(t), we obtain:

L[(jo)’I(®) - i'(0)] + jor.I(w) = 0, (17)

E
because i'(0) = f should be:

L[-0’l(®) — %] +jorI(w) =0, (18)
SO:
E
(o) ——— 19
(®) —®’L+ jor (1)

Let N(0) = E, M(0) = — o’L+ jor, where M'= - 2oL + jr, from formula (15), we obtain
the solution of the problem, or get the expression of the current intensity in the circuit:

i(t) = E{l - e_Lt} . (20)

r
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3.2. Problem 2

The rLC serial circuit (Fig. 2) has a voltage source Ee™ (a > L
0). Determine the instantaneous intensity i(t) in the circuit knowing W@W
that at the initial time i(0) = 0. 1

The answer: r

Similar to problem 1, calling I (w) is the Fourier image of i(t). Ee*(~)
Applying Fourier transforms to each term of the equation, we

obtain:

joL.I(0) + r.l(w) = E .

jo+o

E

S0 (@)= (jc0+ a)(ij+r)'

Let N(w) = E and M(0) = (jo + o) (joL + r), M'(®) = -20L + (r + (r + aL)j. Applying
the formula (11), we obtain the expression of the electric current running in the written

circuit in the following form:

i(t) = EJew_ e_it Q1)
r—olL '

3.3. Problem 3

A capacitor to has capacitance C. The capacitoris charged to
voltage E, then capacitor discharges into a circuit consisting of an
inductance L and a resistor r connected as shown in Fig. 3. Find the

instantaneous current i(t) with initial condition i(0) = 0.

The answer:

The intensity of current i(t) is the solution of the equation:

di 1t
L— +ri+ —|i(s)ds =E. 22
T C{() (22)

First, the derivative of the two sides of above equation:

2. . .
Ld—; LAy (23)
> dt C
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Calling I(w) be the Fourier image of i(t), applying the Fourier transform to Equation
(22), we obtain:

L[(jo)* (o) —i'(0)] + jor.J(w) + %I(w) =0, (24)

E
Since 1'(0) = f’ from here we have:

() = E . (25)

—032L+jo)1r+i
C

Let N(0) = E, M(0) = — o’L + jor + é . Applying the formula (15), we find:

i(t) = E ow (eBt —e_Bt) = £e—msh[zst, (26)
2BL BL
here: a=—; B= OLZ—L.
2L LC

4. APPLICATION OF FOURIER TRANSFORM SOLVING THERMAL
TRANSFER PROBLEM

Fourier transforms are also used in solving mathematical - physics equations. The
thermal transfer (diffusion) problem below is an example.

Consider the fundamental problem: Find the temperature distribution T (x,t) in an
infinite solid, knowing that T(x,0) = f (x).

To solve this problem, we derive from the equation of heat transfer:

o’T 10T
—=—— (27)
ox~ kot
Applying the Fourier transform by the variable x, we have:
1 K iox
T(x,t) = — j G(o,t)e' ™ dw, (28)
2n =

with G(w,t) = J‘T(x,t)e*mdx . After the transformation, we have the equation:

—00
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_ 0?G(w, )= 8@ (29)
ot
This equation has the solution:
_ — o2kt
G(o,t) = C(o)e ™. (30)
Under initial conditions:
G(w,0) = j T(x,0)e dx = j f(x)e dx, (31)
s0: C(0) = G(0,0) = j f(x)e dx, (32)
K —iox _—o2kt
and G(o,t) = j f(x)e e Kdx . (33)

Obtaining the reverse Fourier transform, we obtain:

_ do 1mx iox' —m 2kt do 10)(x x) —oZkt
T(x,t) = jw o j dx'f(x")e” j dx'f(x") j . (3%
Integral in Eq. (34), we obtain the solution of the diffusion equation (or thermal
equation) in the solid:

_(x= x)?
T(x,t) = j dx'f(x' ),/ 4kt (35)

7(x—x')2

here, G(x,t;x") = y— e “ s called the Green function of the problem.
T

5. CONCLUSIONS

Applied the Fourier transform to solving the three problems of the AC circuit and a
heat transfer problem in the above solid, we have some remarks as follows:

In this method, calculus is fast, simple and easy to build algorithms to solve problems
on the circuit AC, radio waves, thermal transfer as well as wave transmission problems in

the environment.

Get the expression in analytical form, which is convenient for evaluating, graphing,
analyzing and discussing results.
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Fourier transform, along with Laplace transform, are effective methods for solving
homogeneous and non-homogeneous differential equations, as well as other mathematical-
physics equations.

These methods, good support in the study of mathematics, physics, applied physics,
engineering physics ... and scientific research for students as well as for teachers.

Here, we introduce two problems that students can solve by applying the Fourier
transform. Readers should also uses with other methods for comparing, evaluating and
discussing the results obtained, thereby drawing their own conclusions about the optimal
method and scope of application.

Problem 01. Using the Fourier transform, solve the following equations:

a) y"' —y = sinx + cos2X.
di .
b) L— + Ri=acosmt.
dt
Problem 02. Plug in a power source that has a constant electromotive force on the rLC

circuit. Know that r=2 E , and at time t = 0 in the circuit there is no intensity of current,

and capacitor is uncharged. Determine the intensity i(t) of the current in the circuit after the
capacitor is charged.
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NGHIEN CUU PHEP BIEN POI FOURIER VA UNG DUNG GIAI
BAI TOAN MACH PIEN XOAY CHIEU, BAI TOAN TRUYEN NHIET

Toém tdt: Phuwong trinh todn -1y la mét mén hoc img dung, doi héi sinh vién nganh su
pham vt Iy va sur pham todn phdi ndm chdc phirong phdp gidi ciing nhir phdi ¢6 k¥ thudt
lam todn. C6 nhiéu phirong phdp dwoc dp dung trong phirong trinh todn Iy nhi phép bién
d6i Laplace, phép bién doi Fourier. Trong bai bdo nay chiing téi gidi thiéu phép bién doi
Fourier va ing dung trong gidi mét so bdi todn mach dién xoay chiéu va phwong trinh
truyén nhiét (hay phwong trinh khuéch tan). Cdc bai todn minh hoa cho thdy nhiing wu
diém trong tinh gidi tich ciia phirong phdp nay so véi cdc phirong phdp khdc doi véi cac
bai todn ké trén. Tuy nhién, can chii Y rang viéc dp dung bién doi Fourier gdp nhiéu han
ché hon viéc ding bién doi Laplace vi né doi héi ham sé phai kha tich tuyét doi.

Tir khéa: Phiong phap giang day, doi méi day hoc, Iy ludn day hoc bdc dai hoc.
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1. INTRODUCTION

The leading experimental problems of particle physics and cosmology, that our
fundamental theories as the standard model and general relativity leave out unsolved,
include neutrino oscillation, matter-antimatter asymmetry, dark matter, and cosmological
inflation. Additionally, the LHC experiments have recently pointed out new physics
resonances with high statistic significances [1]. Furthermore, the traditional proposals
(supersymmetry, extradimension, and grand unification) may solve only some of the
questions separately.

In this work, we briefly review the latest developments of the 3-3-1 models, known as
the simple 3-3-1 model and the 3-3-1-1 model, which can provide potential solutions for
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numerous important issues, for instances, small neutrino masses, dark matter candidates
and stability, leptogenesis, and inflation. Another aim of this note is to supply necessary
materials in order for probing such models in near future at the current and projected
colliders. The rest of this note is organized as follows: Sections II and III are devoted to
present the 3-3-1-1 and 3-3-1 models, respectively, where the tables of the fermion—gauge
boson (vector and axial-vector) couplings are achieved. Lastly, we give a concluding
remark in Sec. IV.

2. THE 3-3-1-1 MODEL

The 3-3-1-1 model was proposed in [2]. Its theoretical and phenomenological aspects
were extensively studied in [3—5]. The generalization of the model as well as the inclusion
of the kinetic mixing e<ect were further investigated in [6] and [7], respectively. In this
work, we take the most general form of the model into account.

Let SU(2), extend to SU(3);. Generally, the electric charge (Q) and the baryon-minus-
lepton charge (B L) neither commute nor close algebraically with SU(3);. To have a closed
algebra that encompasses all these charges, the smallest group is SU(3), > U(1)x > U(1)y.
Here, the new charges X and N correspondingly determine Q and B L, such that

O=T+T3+ X
BL=0Ts+ N, (1)

where and 0 are the embedding coe cients, and 7; (i = 1,2,3,...,8) are SU(3), charges. The
nontrivial commutation relations for Q and B L are

(O T+ i2] =T +iT>), [Q Ts+iT5] = ~q(Ts+ iT5),

[0, To+iT7] = ~=(1 + g)(Te £ iT7),

[B-L, T4+ iT5] = ~=(1 + n)(T4+ iT5s),

[BL, Te+ iT7] = ~=(1 + n)(Ts+ iT7), (2)
where B(1 + 2g)/v3 andb B’ = —2(1 + n)/v/3. Thus, (¢,n) directly define the (O,B L)

values of component fields in representations (as shown below and in Tab. I), respectively.
Further, the hypercharge (Y ) and W-parity (P) are identified as

Y: BTS +X P:( 1)3(B’T8+N)+2S, (3)
where s is spin, and “W” means the wrong (B L) particles having nontrivial P (see Tab. I).

Including the color group, the full gauge symmetry is SU(3)c QSUB3).QU(1)x KU(1),
called
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Table 1. (O,B L) charges and W-parity for the model particles, where P™= ( l)i(3"+1) are

2m-1

nontrivial for n # ,m=0,+1,%2,... Specially, the wrong particles become odd

particles, i.e. P =1, ifn = sz . The other particles including the standard model ones are

called normal particles. Additionally, the corresponding antiparticles have opposite (Q,B L)
charges and conjugated W-parity.

Particle|v, ey s &y YW 2y Z3 23 mp praxsd ke Jo Js X Y m p X2
Q |[0-12-3010000-1,000¢q -5-g3+q —¢ -1-¢ ¢ l+g-g-1—¢
B-L|-1-11 200000 0 002n-3-nf+n-l-n-l-nl+nltn -l-n
Pl111111111 1 1 11Pt p~ P+ p~ P pt pt p-

3-3-1-1. It yields that the electroweak and BL interactions are nontrivially unified,
analogous to the Glashow-Weinberg-Salam theory. It is broken down to,

SUB)c®SUB)L QU(1)x @U(1)v—SUB)c ® U(1)o ® P,
where the last ones are conserved by the vacuum.

The fermion content which is anomaly free is given by

VoL
. l14qg 24n .
Va1, = €l ~ (17‘33 3 3 ) ) (4)
ka.L
V{ERN (17 170: l)’ eaRN (1313 ]-J 1)7 kaRN (1317(1?77’)5 (5)
usy, . ) dor
_ +q 2+n _ « 4 n
Q3L = d,?,L <3737 3 P 3 ) ) QaL = U], (373 ) 37 3) ) (6)
J3L JaL
21 ‘ 11
UgR ~ 1,—-, = dar ~ L, ==},
UaR (37 733 3) ’ all (3a Y 3) ’ (7)
2 4 1 2
jap ~ | 3.1, — — ] ~13.1 — —
J3R (3’ '3 +q, 3 + n) ) JaR (3 '3 q, 3 n) 3 (8)

where a = 1,2,3 and a = 1,2 are generation indices. We might also have two minimal
versions by excluding k,; z, while the positions of k,; are occopied by either v5; or eSp,
respectively.

The scalar content suitable for the 3-3-1-1 breaking and mass generation is given by
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/ n i . ) 1 ) .
g—1 n+ o @t2 ntl
= ~ e —_— = ~{1,3,——1, 9
n 2 (153a 3 ' 3 )7 P P2 ([a37 3 ' 3 ) ( )
\ 73 3
/X1 oyl 9
x= 1 [~ (1,3,—%,—%(71“)), ¢~ (1,1,0,2), (10)
X3
with the corresponding vacuum expectation values (VEVs),
U 0 0
1 1 1 1
= — s —_ — s —_ — s el —A
(m) NG 0 () /2 v ) NG 0 (0) /2 (11)
0 0 w

The VEVs w, A break the 3-3-1-1 group down to the standard model and define W-
parity as well as generating the masses for the new particles, while u,v break the standard
model symmetry and give the masses for ordinary particles. For consistency, we impose
@, \ > u,v.

Apart from the gauge fixing and ghost terms, the total Lagrangian contains,

L= Z F%’)’ﬁDﬁF + Z(D#S}f(D,uS) + EYuka.'wa. - V(ﬂ: Py Xs ¢}
F S

1 1 1 1 o
—ZGW,,GQW - ZAi,L,,Aﬁ“’ = ZB’WBW — ZCMVCW — §B#VCW’ (12)

where F and S stand for fermion and scalar multiplets, respectively, and the covariant
derivative is D, = & , +igitiGi, +igTi4;, +igxXB, +igyNC,. Moreover, {g, g gx, gn}, {ti T;
X, N}, {Gi, A, B, C},, denote the coupling constants, generators, gauge bosons, and field
strength tensors of the 3-3-1-1 groups, respectively. The 6 term presents the kinetic mixing

of the two U(1) gauge bosons, satisfying |5| < 1 to have a definitely positive kinetic energy.

The Yukawa Lagrangian and scalar potential are given by
Lyuawa = hoyarnmnr + ByParpesr + hiyarXkor + R Tipvend
+hsQsrXdsk + s QarX R + M Qsrmiar

+hQarp tar + 1, Qsrpdar + heoQurn*dur + H.c., (13)
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V(n,0,%:8) = min'n+up'e+ mx'x + 1id'¢ + M (n'n)® + Aa(p'p)?
+As(xX)? + Aa(818)* + A5 () (p"p) + Ae (') (xTx)
+7(0"p) (X x) + As(676) (n'n) + Ao (679) (07p) + Mo (679) (x'x)
+A (') (p'n) + Ma(r'x) ') + Mis(e'x) (X1 p) + (umpx + Hee).  (14)

Particularly, the seesaw mechanism and charge quantization condition can be derived
from the Yukawa interactions after the symmetry breaking. The Higgs and Goldstone
fields can be identified from the scalar potential, where the standard model ones are
consistently recognized.

The non-Hermitian gauge bosons W, X, and Y can be identified as

o A iy LA iAo A iy
V2 o V2 V2o (15)
with corresponding masses,
2 2 2
g g 9
m%/V: Z( 2+U2)a m%{ = Z(w2+u2)7 m%/ = Z(QUQ-{-Uz). (16)

The fields X and Y are new gauge bosons with masses in w scale due to w u,v, while W
is identical to that of the standard model, which implies u* + v* = (246 GeV)?. The neutral
gauge bosons A3, As, B, and C mix by themselves, which are related to the physical

states as
(A3 AsBO)'=U U U UcAA Z1 Z, Z35)" (17)
where
(100 o sw cw 0 0
010 0 Bsw Bswiw (/1 B 0
U(S = 3 Ug =
001 —%7 ewy/1 BHE  swy/l B, Btw 0
\000 75 0 0 0 1
(1 0 00 10 0 0
0 1 € € ) 01 0 0O
U@ o 3 L'& = H
0 ¢ 10 00 ce s
0 e 01 00 s8¢ ¢ (18)

which present the kinetic mixing, (B C) ! (B0 C0), the 3-3-1 type mixing, (43 Az BO) !
(4 Z 70), the seesaw type mixing, (Z Z0 CO) ! (Z, Z° C0), and the heavy field mixing
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(Z2° CO) ! (Z, Z3), respectively. The parameters B, are negligible as (u%v)A(wA?)
suppressed, which yields Up ' 1, thus Z, ' Z, Z°' Z0, and C°' C0. The Z0-CO mixing angle
and physical masses are given by

W1 twtx (08tx  fty)w?
120 ) 302+ [3,(0ptx  ftn)2 (1 %)% ] w?’

2 1 /
ma =0, mQZl o~ 4’%( u? + v?), 777,%2,23 X {m:‘?; +mZ F vV (m%,  m%,)% +4dmb.e | ,(20)
Ciy

where

ty E%Vr tx = gx/9 = tw/J1—PB%tL

identified from electromagnetic couplings, and

2
2 9 2 \2, 2 2 \2, 2 2
2

'N'LQZI(‘;/ = g - {(1 + \/gﬁt%v) |:(StX(\/§ 4 /3) 5,7:[\]:[ U2
121 (1 B
(1 \/EBIL{)V) [5?51\(\/5 B) + ,Bltj\; v? 44 [5575){ ,BltN] wz} ,
g
12(1  42)
+4[0Btx  Btn]w+48(1 63 A}

'Tn,éw =

2 2
{[&X(\/ﬁ +B) ﬁ’tN] u? + [(Stx(\/ﬁ B)+ Aty v?

The fields A and Z; are identical to those of the standard model, while Z, and Z; are
new neutral gauge bosons having masses in @, A scales due to o, A > u,v. Additionally,
Z0 and CO finitely mix given that @ [/ A, where they decouple only if the mixing e<ects

due to the kinetic mixing and the symmetry breaking cancel out, i.e. = § = (ﬁ' g N) / (ﬁg X).

Further, the above gauge coupling matching implies s*y < 1/(1+ %), which yields
2.08011 < ¢ < 1.08011, provided that s*;= 0.231. Taking only integer values, we have ¢ =
2, 1, 0, 1 corresponding to [ = V3,1 /\/§, -1 /\/§, —V3. Additionally, this model
automatically provides dark matter candidates as the lightest wrong particle (LWP), which

is stabilized by W-parity for n = % The candidates must be electrically neutral and

colorless, which yields two dark matter versions: (i) The ¢ = 0 model has candidates as
some k, fermion, X boson, or some 13, y; scalar, which was investigated in [2]; (i1) The g =
-1 model includes candidates as ¥ boson or some ps, y» scalar. Motivated for dark matter,

we only take the models with ¢ = 0 and ¢ = 1 into account. For simplicity, we also use
2m

some initial values of n =5 = 0,+1,+2/3,... Lastly, note that due to W-parity
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conservation, the scalar fields 73, p3, y1.» cannot develop VEVs when they are electrically
neutral, and the unwanted interactions for quarks disappear. The exotic and ordinary
quarks as well as the non-Hermitian and neutral gauge bosons do not mix. The dangerous
FCNCs and CP-asymmetries due to the mixings are suppressed.

The interactions of the non-Hermitian gauge bosons with fermions are

Loo = JWHWJ + Jg(uXMq + Jy(/Hq)”Y# gy H.c., @1
where the charged currents are obtained by
Tt = L (Gartess + Gartd :
W \/5 ( aL”Y €al oL QoL ) 3
I¥ = % (Dar¥"kar, + GsrY"j3r,  JarYdar),
(1+q)p 9 (s L 7 L = L
J = = (€arY'kar + d3pY" J31 + Jar Y UarL
Y \/5 ( ) (22)
.The interactions of the neutral gauge bosons with fermions take the form,
— g —
Lnc= QN fA. 5—F"lov () gh(F)slflu
2ew , (23)
where the couplings, gy, AI = alL + aIR for I = Z,, Z,, and Z3, are defined by
a?t = Ty s%,VQ,
ds set
Zy _ . 242 ¢ EVN
a“? = cw [cer/1 teIg 4+t cetw | X ——=N
u[g\/ B2ty Ty X(l 5 ﬂgw) 53 ]
a?s = a?2(ce — sg; 8¢ — —cg). ) (24)

The Z,, couplings are listed in Tabs. 1 and 2, respectively. For the Z; couplings, one
can read off from Tab. III by replacements: c:— sg s¢—- .

Table 2. The couplings of Z; with fermions.

fl e |92

"N
o -b+2 | -3
ka —2qs%, 0
w A=t | b
W -jide | -}

J3|—2(2/3 4+ q)s¥,
Ja| 2(1/3+ q)s¥,

o O
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Table 3. The couplings of Z, with fermions

f () 9z (f)
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@ 2B VI—04/1-6265, 2v/Begt VI—824/1-P2E5,
. e VI—B(14+3VEBEY ) +seltn (4VE+8')\/T— 0, —5(3V3+B)tw] ceVI—B(1—VEBtiy )+oe[S(vVE—Bytw +in B'/1—FPE5 |
@ 2V3ey VI-83./1-F28, 2v3ey VI-EE/1-57
k| CVIOR G +VEBEy V) taldtn (VBHE)/1-FP (V3 +2P)tw] —ceVI—+8¢ (3Btw —tw ' /1-FPt%y)
Ve VI-8\/1-528, Viey, VI-87\/1-F2t,
u =g T=32 (/34585 ) +o¢[6(5+V3B)tw —in (4+V88)/1-FE5] —cg VI8 (1—v/8thy )—0s [S(V3—P)tw+tn B /1]
* B Seg VI-85\/1-5255, 2v/Be VI, /1-B%2,
d —ceVI—83(vVB—Btly) —se [S(1—VEB)tw+tn (4+V3B' ) /1P| —ee VI=32(1-+V3By )+ 3¢ [5(VBHB)tw —tn B'/1-FP15, |
* ot VI—8%4/1-F31%, 2vVBep! VI—82,/1-5%15,
u eV 1=82(V3-5Pt3 ) +5¢ [5(5—VEB) tw —tw (4—VEE' )/ 1-B715 | e VI=32(1-+V/3ptR, ) —se [S(vVB+B)tw —tn ' /1= 715, ]
3 oy /1-3%\/1-B2t%, 2B V-0 /1-F785,
d ce VI=02(V3+Bt3, ) —s¢ [6(14+V3B)tw —tn (4—V3B')\/1- 5213, ] ce VI=82(1—V3Bt3, ) +s¢[8(V3—B)tw +tn B’ \/1-B212,]
3 6ey) VI=02,/1-p213, 2V3ey) VI=32,\/1-52t3,
.| e VI=82(V3—BtYy —3V3BtYy ) —se [2tn (1+V38) /1- 821}, —5(1+2V3B)tw] ce VI—02—s¢ (8Btw —tn B'/1-Bt3,)
Je eI VI—33 /1Pt | A=W
. | ceVI=F(3VEB 5, — Bl —VB)+oe[2tn (VBB —1)/[T- P25, +5(1—-2v3B) tw] —cgV/I=F 455 (§ftw—tn '/ 1-FPt5,)
s S VB 1Py Vg VPP

3. THE SIMPLE 3-3-1 MODEL

We have eventually been interested in some calculable 3-3-1 model which includes a

minimal content of scalars and fermions. The first one was the economical 3-3-1 model [§]

extracted from the 3-3-1 model with right-handed neutrinos. The second one first appeared
as the reduced 3-3-1 model [9] deduced from the minimal 3-3-1 model. However, the latter

was encountered with the problems of the --»-parameter, FCNCs constraints, and the

Landau pole limit. The realistic theory for the second approach overcoming such issues

was finally introduced, called the simple 3-3-1 model [10]. Its phenomenological aspects

have been extensively studied in [11, 12].

The fermion content, which is anomaly free, is given by

/ V(LL
"/’aL €al

k (ear)®
( dar

—Ual
JaL

QaL

usr

Qsr,

dar,
\ Jar

o~ (12 3, 0)7

~ (3,3%,-1/3),

~ (3,3,2/3),

(25)

(26)

(27)
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Uar ~ (3,1,2/3), dag ~ (3,1,—1/3), (28)

Jar ~ (3,1,—4/3), Jsr~(3,1,5/3), (29)

where a = 1,2,3 and ¢ = 1,2 are generation indices. The new quarks J, have exotic electric
charges such as O(J«) = 4/3 and Q(J3) = 5/3. The third generation of quarks has been
arranged di<erently from the first two, in order to have a well-defined new physics scale
below the Landau pole of around 5 TeV, due to the FCNCs constraints [10]. By contrast, if
either the first or the second generation transforms di¢erently, the FCNCs bound w > 2.2
- 10’ TeV, which is much beyond the Landau pole, and thus the model is incorrect.

The scalar content can be minimally introduced as

| 7 | [ X1
n=\{ny | ~130), x=| 3 |~(13-1), (30)
ny X3

with corresponding VEVs,

u 0
1 i . L .
<n3=7§ 0], = iRk (31)
0 w

This scalar sector is unique, given that it includes only two scalar triplets among
others, the top quark gets a tree-level mass, and the p- parameter possibly coincides with
the global fit. The VEV o breaks the 3-3-1 symmetry and gives the new particle masses,
while u breaks the standard model symmetry and provides the ordinary particle masses. To

keep consistency, we impose u< .

Let us stress that another choice of two scalar triplets like -» and often studied would
lead to an unacceptably large contribution for the p-parameter due to the Landau pole limit
[13]; additionally, it yields vanishing top-quark mass, which is unnaturally induced by
radiative corrections or effective interactions [10]. By this proposal, the model can contain
a dark sector denoted by ¢, which is inert scalar multiplets, ¢ =#’, ¥’ or, protected by Z,
symmetry ¢ — - @, which provides dark matter candidates [10] and governs the p-
parameter appropriately to the bounds [12]. The model also realizes B L as an approximate
symmetry (otherwise, it is not self-consistent since the B L and 3-3-1 symmetries are
algebraically non-closed), which yields suitably small neutrino masses and makes dark
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matter candidates phenomenologically consistent. Further, the proton is stabilized due to
lepton parity (-)" naturally embedded in this model.

The total Lagrangian, omitting the gauge fixing and ghost terms, is given by

L =Y Fiy'D,F+> (D"S)'(D,S)
F S

1 1 1
GG AW ALY BB
+Ly V, (32)

where the covariant derivative is D, = &, + igit:Gj, + igTid;, + igxXB,,. The scalar potential

contains V' = Vsimple + Vinert, where
Vempte = 1111 + 15X X + M (n'0)® + X2 () + Aa(n'n) () + M) (xFny — (33)

is the potential for the normal scalars, while the second potential includes inert scalars
which appropriately summarizes those supplied in [10] for = #0, 0, or . The Higgs and
Goldstone bosons as well as dark matter candidates can be deduced from the potential,
which are phenomenologically consistent [12]. The Yukawa Lagrangian is

_ I _ Re _
Ly = h3sQsexJsr + hisQarx* Jpr + h,Qsrmuar + %QaLnXUaR
h/(:‘
_ab

= h, - . Te —¢
+he,Qarn*dar + ‘TszL?I*X*daR + hap¥arvern + 25 (Parmx) (Yerx”)
sY -
+28 (e) (o) + He, (34)
where A is a new physical scale that induces the e<ective interactions. All the fermions

including neutrinos can get suitable masses from these interactions [10].

Due to the Z, symmetry, the ¢ VEV vanishes. The gauge bosons can gain masses from
the 77, x VEVs only. The charged gauge bosons are obtained,

W = % miy = T, (35)

T 1A . 2 5 .

XF = % my = T (w? +u?), (36)
Ai FiA 2

Y:F:F = %. m%/ = %UJQ. (37)

W is identical to that of the standard model, which gives u [1=246 GeV. X and Y are
new charged gauge bosons with masses in the w scale. The neutral gauge bosons are
achieved as
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A=swAs+cw (—ngtwAg + \/1 - 31:%1,3) , ma=0, (38)
2
/ g
Z =cwAs — sy <—\/?_>tu'A8 +4/1— 3t%‘.B> , m2Z = 4C—%Vu2, (39)
2001 _ A2 \2,.2 4,2

12¢%,(1 — 4s%,)

where sy, = e/g = t/V1+4t?, witht = gx/g.
The photon field A is massless and decoupled, whereas Z, Z’ slightly mix via a mass

g2 [1-4s2,

22 _
term myz, = e

= 0.16m% <« m%, and a mixing angle
_4 _ 3.6TeV
tap = My /(M —m3) = 1.4 X 1074 x 222,

3.6TeV

2
This leads to mass shifts, Am%/m% = —1.14 x 1075 x ( ) , AmZ, /m2, = 5.1 X

4
107° x (36Wﬂ) and p-parameter deviation, (Ap)wee =Am’z/m*;. All such mixing edects
are negligible due to w > 3.6 TeV from the FCNCs bound [10]. Z is physical, identical to
that of the standard model, while Z0 is a new neutral gauge boson with mass in the w scale.
The p parameter bounds can be solved by the loop e<ect of inert scalar ¢ [12], where note

that the loop e<ect of X, Y is negligible [13].

The charged current with fermions takes the form,

Loc= gIywW, ¢JxX, ¢JyY, +He, 41)
where

T Tl

JW = ﬁ ( al?Y €aL + UaL?Y daL) s (42)
1 —

JE = 7 (VarY"e4p — Jary"dar + 3Ly J3L) | (43)
1 o s ‘

J¥ = —= (Garv*eln + Jur v var + dar " Js1) - (4)

The neutral current with fermions takes the form,
Ine = QNP TA 5P o0(f) oh(Pw] £,
9 w7 7' /
kLA R PEA s)

where
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go(f) = Ts(f) - 253 Q(f),

g7 (f) = \/1 - 453, Ts(f1) +
9 (f) = ¢T8(fL) -
J1—4s2,

\/§8W

N

ga(f) =Ts(fr),
(X +Q)(fr),

33W

,—Ts(fL),

which are listed in Tables IV and V for Z and Z0, respectively.

Table 4. The couplings of Z with fermions.

f g |94

Ve, Vs Vr % %
€, L, T %(43%‘,—1) —%
u,et [3(1—3s%)| 3
d,s,b |3 (35 —1)[—3
Ji,J2 %8%;; 0
J3 ~=-1—3Q8%V 0

f 94
1\/ 1\/1 4s
VesVpsVr| 3\ —3 3V 3
1—4s2
i | BT | -y
_1_ 1-6s3 1_ 1+2s§
u,c 3 —3
T 2 Blmas) | 2\ Basd,)
¢ 1_ 1+4sy 1, /1—4s}
ey | R
1 1 1 /1—4s?
d, s 3 aa) | 2 —3
b 1 1 14282
;73(1—43“,) 2 \/3(1—43 )

(46)
(47)

(48)
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4. CONCLUDING REMARKS

We have given a review of the latest features of the simple 3-3-1 model and 3-3-1-1

model. The identification of particles and their interactions have been appropriately

provided, and they are ready for the collider searches as the LHC and ILC.
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CAC MO HINH 3-3-1 HIEN THOI VA HE QUA CHO VAT Li MOI

Tém tdt: Trong bai bdo ndy, ching téi tong quan vé cic mé rong 3-3-1 méi nhat, goi la
mé hinh 3-3-1 don gian va mé hinh 3-3-1-1, cho gidi quyét mét sé van dé thuc nghiém
quan trong. Chiing téi trinh bdy cdc yéu t6 co s6, dong thoi cung cdp cdc khoi lwong vit
Iy, trang thai vt 1y va cdc tiwong tc, can thiét cho nghién civu cde mé hinh nay & may gia
toc dang hoat dong va trong tuwong lai.

Tve khoa: Mo hinh 3-3-1, thuc nghiém, vdt Iy maoi, twong tdc.
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1. INTRODUCTION

Recently, the interest in the quantum deformation of the Lie algebra (quantum group)
has been growing in the physical and mathematical wold [1-3]. The idea of quantum Lie
algebras originated in the study of the solution of the quantum Yang-Baxter equation for
integrable lattice models. Generally speaking in the context of these deformation the
quantum Lie algebra is the universal enveloping algebra deformed by one parameter (g-
deformation) and possesses the structure of Holf algebra. However, the essential reason for
the name “quantum” algebra is that it become the Lie algebra in the q—1 limit (classical
limit). The study of such kind of oscillators has been stimulated by the increasing interest
in particles obeying statistics different from Bose and Fermi [4, 5].

In this paper, we would like to consider the statistics of g-oscillators and their
applications in phenomenon of -Einstein condensations. The expressions for the Bose-
Einstein condensation temperature of the q-gas is derived.

2. CONTENTS

2.1. q — deformed statistics

We start by defining the q deformed algebra through the commutation relations [4,5]
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ata = quV (1)
a

where q is a parameter; @, " and N are the annihilation, creation and number operators
respectively. One can construct the representation of (1) in the Fock space spanned by the

or thonormalized eigenstates |n> of the operator N

@
> = —
In = |
dlo>=0 (2)
where
[n]! = [n][n—1]...[1]
and the notation
_q"-q"
] == 3)
is used.
In this Fock space it is easy to prove that the following relations hold:
aa*t = [1\7 + 1],&*& = [N] 4)

The action of the operators on the basis is given by
aln) = /[n]ln — 1) (5)
atln) =+[n+1]n+1)

The matrix representation of annihilation and creation operators of the q deformed
oscillators in the basic (2) have the expression:

o J[1l o

~_[o o [2]
““lo o 0 ©)
0 0 0
[V 0o o
JI21 0

In order to study the properties of q deformed oscillators, let us consider now the
statistical averages and calculate the deformed “distributions” which follow from the “q-
algebras” defined in (1)
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As in well known the thermodynamic properties are determined by the partition
function Z, which in the grand canonical ensemble is defined by

Z = Tr(e FE-1N) (8)
where

1
P=wr
H is Hamiltonian, which is usually taken of the form H = &N, & being one particle -
oscillator energy, u is the chemical potential. The trace must be taken over a complete set

of states. For any operator F, the statistical average is the obtained with the prescription

<F>= %Tr(e"ﬁ(ﬁ"”’v)ﬁ') 9)
The calculations based on the equation (1), we recover the q-deformed statistics:
eB(E_U')—]_
a >=< [N] - ezﬁ(‘g_ﬂ)—(q+q_1)eB(5_H—)+1 (10)

2.2. The Bose-Einstein condensation temperature of the q-gas

By an ideal q — gas we understand a system defined by the Hamiltonian
A ~ + A AT AT
H= z si(aial + a; l) = Z Si([Ni] + [Nl + 1])
i i
We shall interpret @;, @;*,N; as annihilation, creation and occupation number
operators, respectively, of particles in the state i and ¢; as the energy of the level i.

The ideal q — gas obeys q — deformed statistics (10), we obtain the total number of
particles in the gas:

J
21 % kT _
N = gizﬁnz;lsVJ- pIT=m) ! e \ede
Ve M —(g+q et +1

(11)
where g= 25 + 1 ( s being the spin of the particle ), V is the total volume of the gas. The

chemical potential p must satisfy conditions

ou
u<o, o = <0 (12)

. . . N .
So that, if the temperature of the gas is lowered at constant density e the chemical

potential p will increase, i.e. its apsolute magnitude will decrease. It reaches the value
u = 0 at a temperature T, determined by equation
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3 &

2m)2V % et —1
N:giﬂ%} [— _ Jede (13)
0

ern —(c]+q’1)eE +1

In terms of a new variable of integration x = % , the equation (13) can be written
3
2
N = g(2mkT)*V It

14
47K 7. (14)

1
2
where

T e -1 2
I = x2dx 15
q J.ezx—(q+q_1)ex+1 (15)

1
20

From equation (14), we obtain the expression for the Bose-Einstein condensation
temperature

1 4
23730 N2
=)’ (16)
I3 mkg?
oL

2

T

c

In reality, therefore, the situation for T < T, is as follows: The chemical potential
u = 0, the total number of particles with energy € > 0 will thus be

3 3
2 2
N = g(zmlgTz VI =N 1 (17)
Arh 4 TC
The remaining
3
.
Nooo = N [1 - (T—C)Zl (18)

the particles are in the lowest state, i.e. have energy € = 0. The steady increase of particles
in the state with € = 0 is often called Bose- Einstein condensation.

3. CONCLUSIONS

1. The Bose-Einstein condensation temperature T, (16) of the q — gas not only depends
on density of the g- gas but also depends on the q- deformation parameter.

2. When g=1, we recover the familiar formulae of the Bose-Einstein condensation
temperature for ideal bose gas.
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3. From these results and comparison with experimental results, we can determine the
g- deformation parameters.
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AP DUNG THONG KK BIEN DANG Q VAO HIEN TUQNG
NGUNG TU BOSE-EINSTEIN POI VOI Q-KHi
Tom tat: T rong bai viét nay, ching téi quan tam dén thong ké bién dang — q va dp dung

thong ké nay vao hién twong ngung tu Bose-Einstein, két qud la ching t6i thu dwoc biéu
thire vé nhiét do ngung tu Bose-Einstein ciia g-khi.

Tir khéa: Dao déng bién dang q, thong ké bién dang q, ngung tu Bose-Einstein.
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Abstract: TiO, and Co-doped TiO, films were deposited on the glass substrate by a spin
coater. The solution used to deposit the films were prepared by sol-gel method from TiCl;
precursor. The structural and optical properties of the films as a function of cobalt
concentration and temperature treatment were studied by X-ray diffraction and UV-vis
analysis. The XRD showed the presence of TiO, anatase phase in the films. However, no
XRD peaks related with Co was found. The SEM images showed that Co dopant
influenced negligibly on the surface morphology of the films. The transmittance spectra
showed that the films were good transparent in the visible region and the band gap of the
films tended to narrow with the increase of cobalt dopant concentration. Besides, the
band gap is also varied with different temperature treatment.
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1. INTRODUCTION

TiO; material, specially, TiO, in nano structure has been known as the material which
promises a great number of applications in many fields. Due to their novel physical and
chemical properties, TiO, thin films have been widely used for many applications such as
photocatalytic purifier, air purification, self sterilization, optical thin film devices like
antireflection coating for solar cell, multilayer optical coating, and also as a sensor material
...etc [1-4]. Almost applications were base on the physical and chemical effect which
related to the dopant and grain size. Among them, photocatalyst effect has been attractive
to study. However, the application of TiO, films has been limited due to the large band gap
of TiO,. The band gap energy is around 3.2eV, only allows anatase TiO, to absorb
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ultraviolet light, which accounts for about 4% of the whole sunlight spectrum. In order to
narrow the band gap, a great deal of effort has been made to prepare doped TiO; films by
various methods [5]. Therefore, studying the properties of TiO, doped with transition metal
to reduce band gap is still an interesting object. Although TiO, was prepared by many
methods, the methods were complicated and required the expensive equipments or
chemical precursor. Some groups used TiCls, the cheap chemical, to prepare TiO,.
However, almost of research were only done on TiO, powder. A few TiO, films prepared
using this chemical have been found [6-13]. In this study, the TiO, films and TiO,
deposited by spin coater from TiCl; precursor were carried out to investigate the influence
of Co concentration on the optical properties of the films.

2. EXPERIMENTAL

TiCl; salt was dissolved into C,HsOH and IPA solution with the predetermined ratios.
Subsequently, the solution was stirred for 30 min at 60°C. Then, an appropriated amount of
H,O was dropped slowly into the solution. The solution would slowly change to be
opalescent color. The stirring process was continued for 180 min to get sol for depositing
pure films. The solution for doped films was prepared like to which for the doped films but
the predetermined Co(CH3COO),.4H,0 salt was put before adding H,O in to solution.
Both of doped and undoped films were deposited by a spin coater. Amount of solution was
dropped on the rotating substrate in order that the solution spread uniformly on it. After
that, the sample was annealed to obtain the TiO; films.

An X-ray diffractometer, SEM and UV-vis spectroscopy were used to determine the
crystalline phases, observe the surface morphology and investigate the optical properties of
the films.

3. RESULT AND DISCUSSION

X-ray XRD diffractograms of the Co-doped TiO, films deposited by spin coater on
glass substrate were shown in Fig. 1. All the films were the single anatase phase of TiO,.
Although the considerable amount of Co doped, no XRD peaks related with other
secondary phases and impurities were presented. Besides, the XRD peaks tended to shift
toward the higher angles with the increase of Co concentrations. Since the ionic radius of
Ti*" (100pm) is larger than that of Co®" (83.8pm) and Co®" (71.8pm), Co ions substituted
to Ti*" in the TiO, lattice the XRD peaks could shift toward higher angles. The averaged
crystalline size of the films were estimated by Scherrer’s formula from X-ray diffraction
pattern. The results showed that the crystalline size of samples with Co-dopant in the range
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of 0% to 15% decreased in increasing Co concentration. The average crystalline sizes
approximated is in the range from 7 nm to13 nm.
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Fig 1. XRD diffractograms of TiO, and Co-doped TiO; films deposited with
different Co concentrations (a: 0% Co; b: 10%Co; c: 15 %Co).

The surface morphology of the films deposited with different Co concentration were
showed in Fig.2. The crystals were agglomerated into grain with the sizes ranging from 20
nm to 100 nm. The effect of Co-dopant on the morphology was negligible. The grain size
was slightly increase with the increase of the Co concentration.

Fig 2. SEM images of TiO, and Co-doped TiO; films deposited with different Co
concentrations (a: 0% Co, b: 10%Co, c: 15 %Co).

Fig. 3 is the transmittance spectra of Co-Doped thin films with different solution
concentration. The transmittance increases with the decrease of solution concentration.
Indeed, the thickness of the films should be decreased when they were deposited by low
solution concentration. The thinner films allowed light to transfer easier, resulting in
improving the transparence of samples. The best transparence was found on the samples
that deposited using the solution concentration of 0.86M. The absorption edge of the
samples deposited with high solution concentration was bended. The bended absorption
edge was believed to be caused by defects. In general, the thick films should limit the
solution evaporation and the pyrolysis reaction during temperature treatment to form the
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films. Uncompleted pyrolysis reaction left the defects in the films. The samples deposited
with solution concentration of 0.86M shown better transparent and less defect. Therefore,
they were chosen to subsequent experiments.
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Fig 3. Transmittance spectra of Co-Doped thin films with different solution
concentration a: 0.86M; b:0.91M; c: 1.36M

Fig. 4 shows the transmittance spectra of TiO, thin films deposited with different
temperature. The optical transmission of TiO; films in the visible wavelength region seems
to be stable with the change of temperature treatment. However, the absorption edge was a
little shift to short wavelength. This means that the band gap was broaden with the increase
of temperature treatment. The shift of absorption edge toward the shorter wavelength with
an increase in the increase of deposition temperature was attributed to the Burstein-Moss
shift and the reduction of defect [14]. Indeed, at high temperature treatment, the
crystallization becomes perfect resulting in perfect crystal.
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Fig 4. Transmittance spectra of TiO; thin films deposited with different
temperature a: 300°C; b: 400°C; c.: 550°C
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The transmittance spectra of Co-Doped thin films with different dopant concentration
in fig. 5 shows that the transmittance of the films in the wavelength region higher than
500nm increased with the increase of Co concentration from 0% to 10%. Further increase
of Co concentration decreased of transmittance. Besides, the transparent band broadened
and the absorption edges were shifted toward higher wavelength with the increase of Co
concentration. In addition, the absorption edges were bended at high Co concentration.
This referred the narrow of band gap at high Co concentration. This event was attributed to
the impurity defect sites in the vicinity of the valence.

100

90

oo

80—.
70
60—.
50
40—.

304

Transmittace (%)

204

T T T T
300 400 500 600 700

Wavelength (nm)

Fig 5. Transmittance spectra of Co-Doped thin films with different Co
concentration a: 0%; b: 15%; c: 5%; d:10%.

4.CONCLUSION

TiO, and Co-Doped TiO, were deposited successfully on glass substrate by spin
coater. The transmittance increases with the decrease of solution concentration. The band
gap was broadened with the increase in temperature treatment while it was reduced with
the increase in Co-dopant concentration. The crystalline size of the films was decrease with
the increase of concentration of Co-dopant. In contrast, the grain size was slightly increase
with the increase of Co-dopant. The transmittance of the films in the wavelength region
higher than 500 nm increased with the increase of Co concentration from 0% to 10%.
Further increase of Co concentration decreased of transmittance.
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ANH HUONG CUA NONG PO TAP CHAT CO VA
NHIET PQ XU LY MAU LEN CAU TRUC VA
TINH CHAT QUANG CUA MANG MONG TIO,

Tém tdt: Mang mong TiO; va TiO, pha tap Co da dwoc phii thanh céng trén dé kinh bang
mdy quay phii li tam. Dung dich dwoc sir dung dé phii mang dwoc ché tao bang phirong
phdp Sol-Gel tir tién chdt TiCls. Anh hwéng ciia nong dé tap chdt Co va nhiét ¢ xir Iy
mau 1én cdc tinh chdt vé cdu tric va tinh chdt quang ciia mang dwoc nghién ciru bang
phirong phdp nhiéu xa tia X va phép phan tich phé hdp thu UV-vis. Gian do nhiéu xa tia
X cho thdy ¢6 sw xudt hién ciia cdc pha tinh thé TiO, ¢ dang anatase. Tuy nhién, khéng
c6 dinh nhiéu xa ndo lién quan dén Co xudt hién. Anh SEM cho thdy tap chdt Co dnh
hirong khong déang ké 1én hinh thdi bé mdt ciia mang. Phé truyén qua di chimg to mang
mong co kha nang cho anh sang truyén qua tot trong ving kha kién va bé réng vung cam
co xu hu’O'ng thu hep khi tang nong dé tap chat Co. Bén canh do, bé réng viing cam ciing
thay déi khi mau dwoc xw ly o cac nhiét do khac nhau.

Tir khéa: TiOs, TiO; pha tap Co, sol-gel, quay phi, tién chat TiCl;
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1. INTRODUCTION

The scientific name of Vu bo species is Ficus hirta Vahl., the mulberry family
(Moraceae).

Vu bo 1-2 meters high. Soft feathers. Stems less branch, with thick feathers. Leaves
are sparse, usually in the tops of the body, oval, round or slightly rounded, with tapering
head, 3-5 lobes (usually 3), upper armor, small furry, teeth, tendon 3; petiole with thick,
hard feathers; leaf with spear. Flowering blossoms in the interstitium include male and
female flowers; males without stem, leaf 4, resolution, stick together in the root, double 2,
flowers with stem, leaves 4, prison, oval. Compound spherical, when ripe yellow. The tree
grows in the mountains of our country [1+4].

Vu bo is a spicy, sweet, warm, spicy, low-gas, sprout. People see this as a tonic, used
for people with tuberculosis, eczema, bad breath, diarrhea, rheumatism, hepatitis [ 1+4].

The results of chemical studies show that cow breeds contain alkaloids, flavonoids,
cumarin, terpenoids, benzoic acid derivatives.

In Vietnam, there is only one research on the chemical composition of the cow breed
(Ficus hirtaVahl.) by Tran Duc Dai et al. [5]
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Picture of Vu bo (Ficus hirtaVahl.)

2. CONTENT

2.1. Materials and Methods

i) Plant material

Leaves of Vu bo were collected in October 2014 in Yen Son district, Tuyen Quang
province. Do Huu Thu (Institute of Ecology and Biological Resources - Vietnam Academy
of Science and Technology) identifies the scientific name (Ficus hirta Vahl.) Of the
Moraceae family. Samples are stored at the Natural Research Institute, Institute of
Chemistry - Vietnam Academy of Science and Technology.

ii) Equipment, chemicals

« Nuclear NMR spectrum recorded by Bruker Avance 500 [499.84 MHz (‘H-) and 125
MHz (*C-); TMS (8 = 0.0); CD;OD (5 = 49.0); CDCl; (5 = 77.0)] at the Institute of
Chemistry, Vietnamese Academy of Science and Technology.

» ESI-MS mass spectrum was measured on the Agilent LC-MSD-Trap SL machine at
the Institute of Chemistry, Vietnamese Academy of Science and Technology.

* Chemicals include ethyl acetate, dichlorormane, methanol, n-hexane, silica gel,
sephadex ...

iii) Research methodology
e Extraction method

Total extraction: Leaf samples were leached with methanol (repeatedly) to obtain total
methanol residue. Total residue is added to distilled water (about 100-200 g of distilled
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water in 1 liter of distilled water). Water-based liquid-liquid extraction with less soluble
organic solvents and gradually increasing polarization from n-hexane, chloroform, ethyl
acetate and n-butanol. Then store the solvent under reduced pressure to extract the extracts
of n-hexane, chloroform, ethyl acetate and n-butanol respectively.

e Method of isolation and purification

The materials were separated and purified by column chromatography combined with
thin layer chromatography with appropriate solvent systems. For polarizers, use Sephadex
LH-20. Examine the segments and cleanliness of the substances as well as monitor the
separation process on the column by thin layer chromatography with appropriate solvent
system.

e Methods to determine the chemical structure of substances

The chemical structure of clean substances is determined by combining modern
spectral methods such as mass spectrometry (MS), 1D NMR spectra of NMR such as 'H-
NMR, “C-NMR.

2.2. Isolation of clean substances from Ethyl acetate extracts

30 g of EtOAc (VBLE) was isolated on the column chromatography with silica gel
adsorbent, solvent system (CH2CI2: MeOH: H20) at the appropriate solubilization ratio of
(90%: 10%: 0 % -> 30%: 10%: 1%) obtained 10 segments (VBLE1 — VBLEI10).

VBLE3 (6g) column chromatography with silica gel, solvent (CH,Cl, / MeOH 8§: 2)
obtained 6 fractions (VBLE3.1 —VBLE3.6). From VBLE3.1 (580 mg) further isolation on
column chromatography of LH-20 / MeOH sephadex yielded the VB1 clean compound.
From VBLE3.4 (830 mg) further isolated on silica gel column chromatography (CH,Cl, /
MeOH 9: 1) obtained a clean substance denoted VB2.

2.3. Research results and discussion

2.3.1. Define the VBI structure

VB1. Bergapten
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VBI is solid, white. The FT-IR / KBr spectra exhibit covalent oscillation signals of
vmax (cm-1): 3088-3013 (weak,> C = CH), 2959 (weak, -OCH3), 1732 (> C = O), 1606-
1542 (C = C benzene ring).

'H-NMR spectra exhibit characteristic signals for the furanocoumarine frame. In the
weak field there appear two pairs of doublet signals having the same separation
characteristic for conjugated olefin protons (-CH = CH-), each of which signals with 1
proton at 6H 8.16 (1H, d, J = 10.0 Hz, H-4) and 6.27 (1H, d, J = 10.0 Hz; 7.6 (1H, d, J =
2.5 Hz, H-9) and 7.02 (1H, d, J = 2.5 Hz; A single resonant signal of the aromatic proton
was also observed at 7.1 (1H; s; H-8). A single strong-signal singularity characteristic of
the three methoxy-protons was shifted towards the weak field at 4.27 (3H; s; 5-OCH3).
Signals resonating on the "*C-NMR spectrum show 12 signals of carbon atoms including a
conjugated carbon carbonyl atom (> C = O) at 6¢161.34; 5 methylene groups (> CH-), of
which 4 olefinic carbon at 6¢ 112.73 (C-3), 139.36 (C-4), 144.92 (C-9), 105.15 1 aromatic
carbon at 6C 94.02 (C-8); Fourth-order resonant of carbon tetrahedron at C 112.86 (C-6),
158.53 (C-7), 149.72 (C-8a), 106.59 (C-4a), 1 signal resonance of the carbon-3 bond with
oxygen at 152.87 (C-5) and 1 resonance signal of the methyl group carbon at ¢ of 60.2 (5-
OCH3).

Table 1. NMR spectra of compounds VBI1 and Bergapten [6]

VBI1 Bergapten [6]
C 'H-, BC-NMR (500 MHz, 125 MHz) / 'H-, “C-NMR (400 MHz, 110 MHz) /
CD;OD CDCl,

ou, J (Hz) dc ou, J (Hz) dc
2 - 161.3 - 161.2
3 6.27 (1H, d, J = 10) 112.7 6.27 (1H, d, J=9.8) 112.5
4 8.16 (1H, d, J = 10) 139.5 8.15 (1H, d, J=9.8) 139.2
4a - 106.6 - 106.4
5 - 149.7 - 149.5
6 - 112.9 - 112.6
7 - 158.5 - 158.4
8 7.14 (1H, s) 94.0 7.12 (1H, s) 93.8
8a - 152.9 - 152.7
9 7.59 (1H, d, J=2.5) 144.9 7.59 (1H, d, J=2.4) 144.8
10 7.02 (1H, d, J=2.5) 105.2 7.02 (1H, dd, J = 2.4; 1.0) 105.0
OCH; 4.27 (3H, s) 60.24 427 (3H, s) 60.1
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Comparison of the '"H-NMR and "*C-NMR spectra of the VB1 compound with the
published NMR data of the bergapten compound [6] found good fit. Thus the VBI1
compound is identified as bergapten. Bergapten is widely distributed in the canopy family.
Plant flowers are capable of synthesizing and storing bergapten. Bergapten has the ability
to slow cell division by interacting with DNA, fungal pathogens against plants, treating
leukemia, psoriasis, inflammatory diseases such as pyelonephritis, nephritis [7] .

2.3.2. Define the VB2 structure

VB2. B-Sitosterol

'H-NMR spectrum showed the presence of two methyl singlet groups at &y 1.07 (3H,
s) and 0.70 (3H, s), a methyl triplet group at oH 0.87 (3H, t, J = 7, 1 Hz) together with
three other methyl groups at 6y 1.00 (3H, d, J = 6.7) and 0.86 (6H, br s). Effect of an olefin
proton at oy 5.38-5.36 (1H, m) and a oxymethine proton signal at oy of 3.56-3.52 (1H, m).
Signals of the remaining protons overlap in the range of &y 2.33-1,11ppm. The *C-NMR
spectrum indicates the signal of two olefinic carbon (6¢ 140.79; 121.72) and a group of
oxymethine at d¢ 71.82. Signals of six methyl groups appear at 6C 19.82; 19,41; 19.06;
18.80; 12.00; 11,87. The remaining six methane groups and nine methylene groups are
within the range of d¢ 21,11 + 56,80 ppm. Comparison of NMR data with reference [8],
identified as B-sitosterol.

3. CONCLUSIONS

From 30 grams of ethyl acetate extracts (EtOAc) of Vu bo leaves (Ficus hirtaVahl.)
Through silica gel column chromatography and sephadex repeatedly with suitable solvent
systems were isolated two clean substances Bergapten (VB1) and B-Sitosterol (VB2). The
structure of the two compounds was determined by the NMR spectrometry method in
combination with standard document comparisons.
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PHAN LAP VA XAC PINH CAU TRUC CAC CHAT
TU DICH CHIET ETHYL ACETATE CUA LA LOAI
VU BO (FICUS HIRTA VAHL.) O VIET NAM

Toém tdt: Tir 30g cao chiét Ethyl acetate (EtOAc) ld loai Vi bo (Ficus hirta Vahl.), tién
hanh sdc ki cotda phan ldp dwoc hai hop chat sach la B-Sitosterol va Bergapten. Cdu triic
ciia chiing dwoe xdc dinh bang phwong phdp phé H'NMR, CPNMR va MS két hop véi tra
cueu dir liéu.

Twe khoa: La loai Vi bo, chdt sterol, hoat tinh furanocoumarine.
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types and 35 landscape types, creating a premise for the establishment of 07 landscape
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1. SET THE PROBLEM

The theory of sustainable development or environmentally-friendly development is
difficult to achieve (Mawere M. et al., 2012). The term ‘“sustainability”, although be
applied to different fields, lacks the scientific basis to apply them (Temple, 1992); then
arising many conflicts among environmental protection and socio-cultural development in
the process of resource exploitation and using (Kiriama et al., 2010). Thus, the coming out
of the society of a cultural landscape becomes the perfect solution to resolve conflicts as:
(1) the definition is “... a landscape created by human culture” (James & Martin, 1981); (ii)
reconstruct the relationship among natural and human factors and the interrelationships



142 | TRUCGING BAI HOC THU BA HA NOI

among them (Priore, 2001; Fowler, 2001); (iii)) demonstrate human evolution under the
limited influence of natural or socio-cultural or cultural development (World Heritage
Committee, 2008); (iv) spatial and temporal variations are highly dependent on cultural
horizons (Sauer, 1925; Guilfoyle, 2006). The fact that the cultural landscape represents the
synergistic effect of many variables, then this approach becomes a solution for proposing
management direction appropriate to each region (ICCROM, 2009). In particular,
resolving thoroughly the conflicts in the invironmentally integrated planning (Lain J.K.,
2003, Nguyen Cao Huan, 2005), is the premise for “sustainable development”.

Van Don district, Quang Ninh province has achieved many economic achievements,
total production value in 2015 reached 2684 billion, average income per capita reached
36.7 million, rising 2.3 times in the period from 2010 to 2015. However, environmental
issues are changing in the negative direction, the activities of aquaculture in cages on the
sea are increasing (reaching over 4,000 cages in 2015), livestock breeding activities
accounted for more than 50% the amount of waste from agricultural activities, daily solid
waste was more than 100m3. The studied area environment is increasingly polluted
according to the current economic growth and had a great impact on people's lives.
Therefore, the theory of human landscape application in the orientation of environmental
protection will become a effective solution of the existing environmental problem, the
study of the characteristics of human landscape to serve the orientation of protection Van
Don District, Quang Ninh Province will be conducted.

The aim of the study is to address the shortcomings of environmental protection
according economic development. The structure of the study consists of (i) identifying the
characteristics of the type group and landscape type, (ii) the human landscape zoning, (iii)
identifying environmental issues and developmental contradictions in each sub-region (iv)
proposed environmental protection.

2. THERORETICAL BASES AND RESEARCH METHODS

2.1. Theory of human landscape and landscape divisions.

From a variety of perspectives, the landscape of humanity is broadly defined as
“natural landscapes in which any component is altered or preserved by human activities”
(Nguyen Cao Huan, 2002). By this point of view, the theory of human lanscape is
consisted by the following contents.

Each Unit of human landscape contains two groups that are natural and human
attributes. Corresponding to this structure, human landscape has two functions which are
natural and social functions (the ability to ensure economic, social and living values).
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The role of the human factor in the formation and development of the research of
human landscape has a direct or indirect impact (indirectly through developingpolicies
towards the landscape). Over time, human landscapes constantly changes. Especially in
periods of economic developing, it can be changed positively or negatively, depending on
the perception, the culture of the community of the subject, and when we stop exploiting;
landscapes tend to return to their original state depending on the level of human impact.
Man with his right understanding by means of legal tools, policy impact positively create
the cultural landscape with economic, social, ecological and environmental values.

In the history of development, the landscape changes in stages from the past to the
present and in the future. Man can not abolish the laws of nature, but only obey them.
Knowing the type of landscape in the past, we will adjust the direction of their
development or conservate that type of landscape or develop in a positive way to form a
new landscape type compared with the original type of landscape. This is the basis of the
direction in using resources and protecting environment landscapes in a given territory.

The landscape classification process is based on three principles: (i) Principle of
Identifying the developmental process of landscape units, comparing them with the current
status as a basis for predicting trends of future transformation; (ii) Relativistic Principle:
Each hierarchy landscape level is defined by one or several criterias, reflecting the
relationship among components (geology, geomorphology, climate, plants, human impact);
(ii1) Synthesis Principle: According to this principle, when analyzing landscape boundaries,
it is necessary to analyze some main components. Based on the analysis and overlapping of
components, the map of Van Don District is structured into two levels: type and group of
landscapes.

Table 1. Unit system and criteria for landscape classification of Van Don district,
Quang Ninh province

Classification Classification criteria Example

- Group type of natural

Group of human forest concludes:

Main land using type and resource using

landscape - Agricultural group
- Group of residents
Uniformity of land using types with specific Group of residents includes:
Type of human . Rt P .
landscape technical characteristics, natural conditions +Type of urban population.

and types of resource exploitation + Form of rural population
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According to various approaches, zoning can be interpreted as “dividing territory or
maritime zones into zones or sections, distinguished by their homogeneous levels” (Le Ba
Thao, 1988). The key principles in the Van Don District landscape include: (i) Principle of
Analyzing the differentiation rules that form the partitioning unit and their evolution in the
development process. It anticipates the trend of future development and help people use
them appropriately and effectively. (i) Relativistic Principles: Natural geographic regions
have very complex structures but also uniform in certain indicators; (iii) Principle of
common territory: Each natural geographical area has a closed boundary, distinct from
other neighboring areas.

Thus, partitioning the landscape of human life in Van Don District, is one of the
scientific basis of the integration among natural conditions and human activities. The result
of the assessment is the foundation for effective use of natural resources and environmental
protection for Van Don District.

2.2. Research Methods
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Picture 1: Map of Van Don District, Quang Ninh Province

The study consists of three main methods: (i) synthesis data analysised that enables the
analysis and synthesis of documents from sources collected through books, newspapers,
the internet, reports, planning of studied areas, the duplication in the study was inherited,
resulting in the results of previous studies. From there, it is possible to determine the right
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direction of the study of the thesis; (ii) the field survey method-GIS is one of the most
important methods in the study to collect additional data on natural, economic, social,
environmental and environmental conflicts arised. In addition, interviews with local people
in the area enable the study have a better understand about emerging environmental issues,
affecting people's lives. At the survey sites, take sampling and observation of
environmental parameters; (iii) Mapping - GIS is the most important method for mapping
research results. In the study, Van Don District's geological maps, Van Don District's
geomorphological maps, Van Don District's soil maps, land use map of 2015 in Van Don
District, a map of Van Don District and a map of space for environmental management and
protection in Van Don District are used.

2.3. Overview of the study area

Van Don is a mountainous district located in the east and southeast of Quang Ninh
province with geographic coordinates from 20°40” 21°16” north latitude and from 107°15’
to 108°00° east. With a total natural area of 55,320.23 ha including Cai Rong Town and 11
communes. For geological features, Van Don is composed of solid bases of the formation:
Bai Chay (P3bc), Bai Chay (P3bc), D3-Clph, Cat Ba (C2cb), Ha (J1-2 hc) (Nguyen Cao
Hung, 2016). For terrain-geomorphologic features, the geological formations of the area
have led to the formation of diverse terrain types and a distinct division from low
mountains (distributed in island communes). The topography of the delta is mixed with the
valley topography to the terrain of the river and the origin of the sea, creating many
beautiful landscapes and valuable tourism development. These are two of the most
important factors in the formation of landscapes because they are the first to be directly
affected by the laws of terrain and non-terrain, affecting the differentiation of natural
conditions according to space and in the formation of landscape boundaries. For climatic
characteristics, Van Don is dominated by coastal climate, influence and impact of the sea,
creating coastal mixed coastal ecosystems. During the year usually divided into two
distinct seasons: hot humid summer often rain heavily from April to October; Cold, dry
winter with North East winds from November to March next year. The annual average
temperature is 24,4 °C, the average annual rainfall is about 2090 - 2380 mm, the rains are
divided into two distinct seasons. In addition, Van Don is an island mountainous district,
thus it is directly affected by the storms landing from the sea and usually appear in June to
October (General Statistics Office, 2015). Climatic mode involved in the formation and
transformation of the landscape through the movement of matter in the air is the basis for
the division of landscape units.
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The soil of Van Don district is diverse and is the result of the geothermal heat base on
different terrain types including 6 main soil groups: red soil (F) distributed throughout the
district with an area of 34,081.32ha; sandy soil (C) with total area of 5551.67 ha distributed
mainly in coastal communes and island communes; Saline soil (M) has an area of 4533.41
ha, distributed mainly in the coastal areas of Binh Dan, Thang Loi, Ngoc Vung, Quan Lan,
Ban Sen and Minh Chau communes; Alum soil (S) covers an area of 85.70 ha, distributes
almost in the district, alluvial soil (P) with an area of 76.2 ha distributed into narrow strips
running along the river in the area of Dai Xuyen, Binh Dan, Doan Ket; gray grays (X) of
the area of 443.1 ha, formed and developed mainly on ancient silt and sandy soils,
distributed in hilly terrain with the height from 25 to 175m (Institute of Planning and
Design Survey agriculture, 2005). The earth is a special constituent of the landscape due to

its regenerative nature, which clearly shows the interaction among nature and creatures.

On socio-economic development conditions, the population of Van Don District in
2014 is 43,400 people with the average population density of 79 people/km?. However,
the population is unevenly distributed, with high population density such as Cai Rong town
with 2,223 people/km? ..., low population density in Van Yen commune with 14 persons /
km2. In the period of 2010 - 2015, the structure of labor in the economic sectors tends to
shift towards the proportion of agriculture-forestry-fishery labor decreased 10.2%,
industrial increased 0.6%, labor trade and services increased 10.1% (Van Don District
People's Committee, 2015, Socio-Economic Report). Along with the economic
development of the district, the consequences for the environment, agricultural activities,
aquaculture, mineral exploitation, tourism trade ... caused the degradation of land and
water resources, environmental pollution and landscape change. Therefore, environmental
management planning and protection in Van Don district is not affected by the

characteristics of socio-economic development.

3. RESEARCH RESULTS

3.1. Characteristics of Van Don District's landscape

Based on the analysis of the classification system of published researches by many
authors at home and abroad, the combined analysis of the natural and socio-economic
components of the research area, Van Don District shown on the map 1: 25.000 scale,
including 2 levels: group landscape ->landscape. Each level of landscapeis represented as a
subgroup of landscape sub-zones as a prerequisite for environmental protection planning
and rational use of land. The study area was divided into 4 groups of landscape and 35
types of landscape:
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Group of agricultural landscapes: landscapel?2 types of agricultural crops: 354.60 ha
(0.64%); Annual crop (landscapel3, landscapel7) covers an area of 315.16 ha (0.57%);
landscape rice farming on alkaline soil (landscape27) with an area of 92 ha (0.17%);
landscape34 aquaculture has an area of 159.08 ha (0.29%)).

Upland populations: formed by human settlement, distributed along the Van Don
peninsula and on three main island clans which are Tra Ban, Ngoc Vung - Van Canh and
Quan Lan - Minh Chau. Group landscape includes: landscape9, landscapel4, landscapel8,
landscape20, landscape21, landscape26, landscape28, landscape30, landscape32,
landscape35 with an area of 11,487.41 ha (20.77%). This type of group is likely to expand
in the future, putting pressure on the environment.

Group of landscapes of forest, grassland and shrubs: including landscape2,
landscape3, landscape4, landscape6, landscape8, landscapell, landscapel6, landscape22
and landscape25 with an area of 24005.69 ha (43.39%). Plantation forest area is 23497.7
ha, the rest is the area of hills and grassland, distributed mainly in mountainous areas in the
communes of Dai Xuyen, Van Yen, Binh Dan, Ban Sen, Quan Lan.
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Picture 2. Map of Van Don District's human landscape

Group of natural forest landscape: including landscapel, landscape5, landscape?7,
landscapel0, landscapel5, landscapel9, landscape23, landscape24, landscape29,
landscape3 1, landscape33 with an area of 18906.28 ha (34.18%). The watershed protection
forest is concentrated in the dam area and coastal protection forest (Ngoc Vung, Quan Lan,
Thang Loi, Dien Xuyen).It is the second largest landscape group, but it plays the most
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important role in biodiversity conservation, mitigating the negative impacts of nature

(storms, landslides.

3.2. Identify environmental issues in each sub-region

Based on the analysis and aggregation of landscape and landscape groups, the study
area was divided into seven sub-zones with landscape characteristics and specific

environmental problems:

The production forest area of Dai Xuyen (subregion 1) accounts for 2.99% of the
natural area (1653,114 ha), especially landscape4, landscapel4 and landscapel5. The
current environmental problem is biodiverse decrese, production forest in the area of Dai
Xuyen: water environment indicators are in the standard allowed: DO (6.46mg/l), pH
(7.59), total suspended solids TSS (11.5 mg/l), salinity (0.34 %0). These conflicts arise
from the exploitation of production forests by local people and the development orientation
of surface coating.

The landscape of Dong Xa - Van Yen coastal sub-area (subregion 2) accounts for
4.39% of the natural area (2427.609 ha), the landscape of the community (landscape28,
landscape30, landscape35), the natural forest (landscapelO) plantation forest
(landscapell). Fishery processing activities cause environmental problems in the sub-
region: DO content (2.43 mg/l) is outside the standard, the surface water level index (0.92
%0) 1s higher than permitted standards. Aquatic product processing and port operations
bring high economic benefits, however, putting pressure on environmental protection and
management.

The protection forest area along the Voi Lon river (subregion3) accounts for 7.63%
(4221.992 ha), the type of natural forest (landscape4, landscapel5, landscapel?,
landscape3 1), landscape 4, landscapel7. Landscape population (landscapel4, landscapel8,
landscape32). The environmental problem is the risk of deterioration in the quantity and
quality of protection forest along the Voi Lon river, the dust content of 1,861 mg/m3
exceeds QCVN (0.3 mg/m?), the amount of dissolved oxygen in water 4, 78 - 5.41 mg/l
below QCVN (> 6 mg/l), salinity in surface water was 0.57 %o in excess of QCVN (0.5%o).
The conflicts in this development arise due to the orientation of industrial, service and

tourism expansion with forest restoration and environmental protection.

The Van Don sub-zone (subregiond) is 12.29% (6800.522 ha), characterized by the
landscape of the sub-region being service, exploitation and tourism. Water pollution (pH
level 9) exceeds QCVN for surface water, air is affected by waste from ship's activities, the
content of organic matter in water is increased. The conflicts arise because of the benefits
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from fishing activities, wharves, tourism which is increasing, and the water and air

environment is increasingly affected.

The forest of the special use forest on the island of Sau Nam, Ba Mun (subregion5)
accounts for 23.65% (13082.47 ha), including natural forest landscape types (landscape$,
landscape7, landscape23, landscape24), and plantation forest (landscape6). Surface water
is polluted due to aquaculture activities: the content of lead (Pb) reaches 7.21 pg/l beyond
the allowable limits, and storms, thunderstorms, flash floods and landslides are also a
potential cause of environmental pollution. Contradictions in this sub-region due to natural
disasters (storms, tornadoes and sea level rise) have implications for biodiversity
conservation in the SUF on Cai Lim and Cong Ngo.

Aquaculture production on Tra Ban Island, Cong Tay (subregion6) accounts for
16.59% (9177.53ha), including landscape production forests landscape2, landscape3,
landscape4, landscape8, landscapell, landscape25, landscape28 and landscape28. Sea
water pollution and air pollution caused by the aquaculture of the people around the island,
salinity (1.32%o) 1s higher than that of QCVN. These confilcts arise from the direction of
expanding cage culture, raft with biotechnology development orientation to preserve the
ecosystem.

Subregion? (sub-area of sea tourism and aquaculture on Canh Cuoc - Ha Mai island):
occupies 32.46% (17956.99 ha), including habitat types (landscape20, landscape 21,
landscape28); natural forest (landscape7, landscape24), plantation forest (landscape22).
Environmental problems occur in water, air and soil: the total dust content is 0.741mg /
m?3), 2.47 times as much as QCVN, the processing of jellyfish on the island is increasing.
Environmental contamination arises when the mollusk culture (seagulls...), seafood

processing is increasingly interested and expanded.

Thus, the characteristics of each subregion are analyzed, the environmental problem is
addressed and the cause of the environmental problem is expressed. This result is the basis
of implementing space orientation for sustainable development in Van Don District.

3.3. Spatial orientation on the basis of legal and practical basis

Spatial aspects of environmental protection in Van Don District are proposed
including 7 subregions: (1) spatial sub-region to prioritize the development of production
forest in combination with eco-tourism; (2) The priority space will be developed into an
administrative, economic, cultural, medical and education center of Van Don combining
marine tourism and environmental protection; (3) Preferential space develops to an airport

and becomes a high-class trade and service center catering to tourists' shopping and
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accommodation needs; (4) Priority space should be given to marine tourism and eco-

tourism in combination with high-end aquaculture; (5) priority protected areas of special-

use forests of the core zone of Bai Tu Long National Park; (6) Priority space should be

given to develop production forests in combination with advanced aquaculture; (7) Space

for tourism development, aquaculture combined with Tram biodiversity conservation.

Table 2. Developmental space orientation

Space

Orientation in using

Environmental managing and protecting
solutions

Subregion 1

- Developing and expansing of
production forests.

- Improving the quality of
production forests.

- Developing Ecotourism.

- Planting additional forest to prevent bank
erosion in the north of Dai Xuyen commune,
along the Voi Lon river.

- Encouraging people to actively care for and
protect forests;

-Developing administrative,
economic and cultural centers in

- Creating green space along the provincial
road on Cai Bau island;

- Managing the construction of urban garbage
and garbage collection and treatment system;

- Making detailed quarterly environmental

Subregion 2 | combination with tourism and | status report for each coastal zone;
enl\flrpnmental protecting | _ Strictly handling establishments dealing in
solutions. motels, hotels and processing aquatic products

causing environmental pollution;
- Upgrading and renovating Cai Rong port
(tourism development area, anchorage area).
- Detailed planning of airports for
- Developing of airports and | environmental protection;
. commercial centers. - Building waterway links linking the adjacent

Subregion 3 o ] i
- Avoiding damaging the | areas;
estuarine ecosystem. - Raising the capacity of management and

administration of local authorities;
Planning to separate the | - Identifying tourist routes that exploit the
aquaculture area with tourism advantages of Bai Tu Long Bay;
development along Cai Rong | . Planning aquaculture areas far from wharf
Subregion 4 | town. area;

- Organizing tours associated
with available resources
(national park, beach).

- Strengthening and supplementing mangroves
in the area of Van Don bridge (I, II, III) in
combination with aquaculture.
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Environmental managing and protecting

a rientation in usin .
Space Orientation in using solutions
- Training forest rangers and villagers about
the importance of the core zone of Bai Tu
- Preserving core zone of Bai Tu | Long NP,
Long National Park. - Assessing, inventoring and planning of
Subregion 5 | - Protectngof living space for | biodiversity conservation;
red book animals: white-headed | - Developing ecotourism, combining local
langur; people with diversified protection;
- Establishing sustainable ecotourism models
(bathing, sightseeing, exploration, ecology).
- Planting, exploiting and
tecting f ts 1 . .
profecting orests in accordance | Detailed planning for development of
with current status; .
i . production forests, aquaculture zones;
- Completing policies to . L
- Developing a communication strategy on
. encourage households to plant . . .
Subregion 6 h environmental protection law for tourism
production forests on the large . o
. companies and communities;
island of Tra Ban. o ine th . al i . d
- Zoning off aquaculture, ensure | _ rganzing the environmental mspection an
: examination according to the plan.
water in the ponds to meet
standards;
- Detailed tourism development planning: sea
. ) . ecotourism (Ngoc Vung), island eco-tourism
Forrmngca mérme Ielco-ctlourlsm (Nui Dat).
Subregion 7 area - Lac Ll lstand, eco-) Zoning for protection - preserving the area of

tourism in Bai Tu Long National
Park.

forest Chien (Tram);

- Using economic sanctions for polluting
establishments, especially jellyfish processing.
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Picture 3. Map of protection
of Van Don District
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Thus, each sub-landscape of human life has its own characteristics, the direction of
using and protecting of the environment is to built on the basis of those characteristics.
These orientations may be applied to areas with similar human landscapes characteristics,
but for the most effective, we need to base on the particular characteristic of each region.

4. CONCLUSION

Human landscape is one of the approaches to solve environmental problems in the sea
area. This approach analyzes natural features, human activities and future environmental
change trends in the study area. Van Don is an island district of Quang Ninh province with
relatively good economic developing status. However, the environment is under pressure
from human activities and needs to be paid attention. Based on the analysisof four types
and 35 types of research papers, the study identified seven sub-areas: (i) (i) Dong Xa -
Van Yen coastal sub-area; (iii) sub-area of protection forest along the Voi Lon river; (iv)
Van Don sub-zone for tourism and aquaculture; (v) Sub-area of special-use forest on the
South Island, Ba Mun Island; (vi) sub-zones of production and tourism forests, aquaculture
on Tra Ban Island, Cong Tay; (vii) marine tourism and aquaculture on Canh Coc Island -
Ha Mai. Since then, specific orientations have been developed for seven subregions to
raise awareness of resource using and environmental protecting, and to provide appropriate
policies for each territorial unit.
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NGHIEN CUU PAC PIEM PHAN HOA CANH QUAN NHAN SINH
PHUC VU PINH HUONG BAO VE MOI TRUONG
HUYEN VAN PON, TINH QUANG NINH

Tom tdt: Ly ludn vé canh quan nhan sinh la mét cach tiép cdn nham két néi cac gia tri
ciia ti nhién va xa héi trong gidi quyét cac van dé phdt trién cia lanh tho; dac biét trong
xdy dung dinh huéng bdao vé méi trieong. Bai bdo trinh bay sw phdan héa lianh thé ciia 04
nhém dang va 35 dang canh quan, tao tién dé cho xdc ldp 07 tiéu ving canh quan cho
khu viee huyén Van Bon, tinh Quang Ninh. Trén co sé xdc dinh: (i) dic trung canh quan
nhén sinh, (ii) van dé méi truong va da dang sinh hoc, (iii) mdu thuan phdt trién; nghién
citu dd dwa ra nhitng dé xudt dinh hwéng bdo vé méi truong cu thé cho tirmg tiéu ving.
Theo do, cdch tiép cdn canh quan nhan sinh khéng chi cung cdp co sé khoa hoc phuc vu
dinh hwéng phat trién bén viing cia lanh thé, ma con cho phép img dung gidi quyét cdc
mdu thudn kinh té-xa hoi phdt sinh trong quda trinh khai thac lanh thé.

Tir khéa: Canh quan nhdn sinh, tiéu ving, bdo vé méi trwong, huyén Vin Pon, tinh
Quang Ninh.
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Abstract: Performing the United Nations' Sustainable Development Goals is necessary
because it helps countries reducing poverty, developing the economy and improving the
environment (The Global Goals, 2015). However, there is no evaluation tool to
implement the United Nations Sustainable Development Goals at the scale of province.
The ranking implementation of Sustainable Development Goals is necessary. The nations
are attention about peace and security in recent times, climate change has many affect on
people and the environment, The aims to develop comprehensively in the present society
but must ensure the continued development in the distant future and more.The
Sustainable Development Goals have a response that demand. (The United Nations,
2015). Viet Nam is considered to be implementing some of its National Sustainable
Development Goals (The United Nations, 2015). If Vietnam is to earnestly implement its
national objectives, a tool that can monitor its performance in smaller units. Therefore,
the paper select the Northeast region is a particular example of this. The provinces
affected by topography, weather, and ethnic diversity. In this paper, we use ten sub-
criteria and use the analytic hierarchy process (AHP) technique to calculate the
provincial indexes. The study showed Cao Bang, Thai Nguyen, and Yen Bai is performed
well the objectives of sustainable development and Bac Giang is facing many difficulties
in implementing. That output will be used by the policymakers to adjust plans and
decisions in the future.

Keywords: Sustainable development goals, AHP, North East region, Viet Nam.
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1. INTRODUCTION

The United Nations Sustainable Development Goal are from 2015 to 2030 identifies

issues facing people more and more. The countries need to have a system for monitoring
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the implementation of the United Nations Sustainable Development Goals (The United
Nations, 2015). The development objective was previously called Millennium
Development Goals (MDGs). The results are very positive, the particularly as extreme
poverty has halved; 2.3 billion people have access to clean drinking water; Gender
inequality among boys and girls are eliminated day by day;...(Prokop, 2015). However,
apart from the results, at the global level, many indicators have not been completed.
Currently, there are still about 1 billion people living below $ 1.25 a day, 800 million
people do not have enough food (World Bank, 2015). Humanity is still facing many
challenges such as environmental degradation, resource depletion, climate change, disease,
employment, territorial disputes, terrorism, ethnic conflicts, and religion (The United
Nations, 2015). It can be said that economic, social and environmental issues continue to
be priorities in the SDGs, reflected in the presence of all targets and targets. According to a
report by the Ministry of Planning and Investment (MPI), Vietnam has achieved significant
results in the implementation of the Millennium Development Goals (MDGs), especially
for the objectives of poverty reduction, gender equality, and education. In particular,
Vietnam has eliminated extreme poverty and hunger since 2002 (MDG 1). Vietnam has
also primarily fulfilled the goal of gender equality and empowerment for women; some
dangerous epidemics have initially prevented the spread of HIV and are on the verge of
achieving the MDG goals of reducing child mortality (MPI, 2014). With such results,
Vietnam is considered a good country to achieve the goals of sustainable development
(World Bank, 2015). However, these results are limited to the national level, and studies on
the assessment of sustainable development goals in smaller units are not available.
Therefore, in this paper we use the AHP method to assess the assessment of sustainable
development goals in the provinces. In the world there have been studies using AHP in
evaluating the implementation of SDGs. Nana Poku and Jim Whitman (2011) believe the
holistic of the goals will bring a standard and motivation to ensure the best implementation
of the SDGs [7]. The results are a motivating force for future development [8]. In 2016,
Casey Stevens and Norichika Kanie published a study “ The transformative potential of the
Sustainable Development Goals (SDGs)”, they affirm the flexibility of the SDGs [9].
Moreover, a successful implementation policy on sustainability to rely on local conditions
with a suitable model. In over the years, the implementation of SDGs in the region was
evaluated and they (author) believes that important to the country's sustainable
development [10], [11], [12]. In 2010, the study by Rajiv Bhatt and partner “Analytic
Hierarchy Process Approach for Criteria Ranking of Sustainable Building Assessment: A
Case Study” provide a formula for evaluating SDGs of the United Nations by the AHP
method [13]. In 2012, Yagmur Kara and Aylin Cigdem Kone announced the study name is
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“The Analytic Hierarchy Process (AHP) for assessment of regional environmental
sustainability” clarify of the AHP method superiority in the assessment and measurement
SDGs [14]. Therefore, the assessment and ranking of SDGs using AHP method in the
North East are necessary. The results of the assessment and ranking of SDGs in the North
East will be: (i) Ranking the implementation of the United Nations Sustainable
Development Goal in the region. (ii) Identify the problem area.

2. MATERIAL AND METHOD

2.1. Sustainable development goals

The UN's Sustainable Development Goals is like a leader's promise to all people in the
world that all nations will work together to build a better world. The orientation "for a
world without leaving behind" with 193 nations committed to seriously implementing the
United Nations' Sustainable Development Goals. The UN's sustainable development goals
include 17 bold targets over the next 15 years. There are 17 objectives and 169 sub-criteria
to ensure economic, social and environmental sustainability. The countries need to make a
great effort to build a better future for the people and for all nations to live in a
cooperative, peaceful and prosperous environment. Sustainable development goals bring
about social stability, a developed economy, and a clean environment. For Vietnam, the
Sustainable Development Goals are bringing positive results, but that is not clarity at the
smaller units. For the North East region, some indicators in the Sustainable Development
Goals do not change. In this paper, we will study the ten most significant changes in the
area. These are our selective targets.

We consider and propose three main groups: economic, social and environment. These
are the groups that different between provinces in the region. We selected ten sub-criteria
based on the performance of the region. In the economic group, we selected three sub-
criteria with large differences across provinces. There are three sub-criteria for "sustaining
economic growth in accordance", "achieving higher levels of economic productivity" and
"promoting development-oriented policies that support productive activities". For the
social group, we realize that poverty is under control but the risk of re-poverty of the
provinces is high. We select four sub-criteria that can reduce the social burden of the area.
For these four sub-criteria we have considered the possibility of achieving poverty
reduction targets, improving education and social security of the provinces. And the
environmental group selected by our three indicators clearly distinguishes the provinces.

Finally, we evaluate and rank the implementation of the SDGs in the provinces.
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2.2. Study area

We chose the Northeast as a research area. Northeast is one of the regions of Vietnam.
It is at 21°42'5" North, 106°13'17" East [1]. The western side is limited by the Red River
valley, the northern part junction with Vietnam-China border, the east is adjacent to the
sea, the southwest is bordered by the Midwest. Although the mountains are low but the
terrain here is very diverse [2]. Especially, the limestone karst topography is present in
many places [3]. The terrain is low and the plains wide, creating conditions for the river
system to develop and spread throughout the region [4]. The Northeast has many rivers
flow through, including the major river of the Red, Chay, Lo, Gam (the Red rivers system),
Cau, Thuong, Luc Nam (in Thai Binh river system), Bac Giang, Ky Cung...[5] The rivers
usually have wide valleys, small slopes, relatively large amount of silt, two floods and dry
seasons are very clear [6]. It includes the provinces of Phu Tho, Ha Giang, Tuyen Quang,
Cao Bang, Bac Kan, Thai Nguyen, Lang Son, Bac Giang, Lao Cai, Yen Bai and Quang
Ninh [7]. The most diverse ethnic group in the country with about 30 ethnic groups. The
Northeast, which Kinh people for 66.1% of the total population; Tay people for 12.4%; the
Nung group for 7.3%; The Dao group for 4.5%; The H'Mong group for 3.8% [8]. To a
report by the General Statistics Office of Vietnam (2015), the provinces have tried to solve
problems through SDGs. But it is not thoroughly. Here, the area is at risk of falling back
into poverty in some provinces; the area of forest is preserved and restored to a limited
extent [9]. However, the economic development potential of the region is huge, natural

resources are diversity, marine tourism and seawards exploitation are developing.
2.3. Method

2.3.1. Analytical Hierarchy Process (AHP)

The Analytic Hierarchy Process (AHP) is a multi-criteria decision-making approach
that can be used for solving complex opinions of the stakeholders on only one assessment
but also considering the different criterion at the same time, which can not be done by
normal decision- unstructured problems. It helps to capture both qualitative and
quantitative aspects of a decision problem and provides a powerful yet simple way of
weighing the decision criteria, thus reducing bias in decision-making (Saaty, the 1970s;
Georgiou et al., 2012; Al-Abadi et al., 2016). To define the weight of layers target, the
study used results of research works, expert’s opinions and combined with Analytical
Hierarchy Process (AHP) (Saaty T.L., 1980) method. The comparison of the criteria’s
importance was based on the actual density variation of the different indicators. The more
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significant variation is, the more critical these criteria affect perform SDGs. AHP method
solves the problem with four necessary steps:

Step 1: Construction of Pairwise Comparison Matrices based on Experts opinion
consultation. We can construct judgment matrices for each Selection criterion. This step
evaluates the performance of each possible alternative to the other.

Selection criteria need to be related. This task is accomplished by employing the Scale
Of Relative Importance (Saaty, 1980). Saaty’s scale of relative importance is shown in the
following table:

Table 1: Experts opinion matrix (in case applying for 7 factors, Al, A2,... A7
is selection criterion) (Saaty, 1980)

Al A2 A3 A4 AS A6 A7
Al 1 Al2 Al3 Al4 Al5 Al6 Al17
A2 1/A8 1 A23 A24 A25 A26 A27
A3 1/A13 1/A23 1 A34 A35 A36 A37
A4 1/A14 1/A24 1/A34 1 A45 A46 A47
AS 1/A15 1/A25 1/A35 1/A45 1 AS5S6 AS57T
A6 1/A16 1/A26 1/A36 1/A46 1/A56 1 A46
A7 1/A17 1/A27 1/A37 1/A47 1/A57 1/A67 1

Step 2: Extraction of Priority Vectors aims to give a Consistency Ratio matrix: Upon
creating alternative judgment matrices for each selection criterion as well as the criteria
judgment matrix, the analyst then proceeds to the next step in the analytic hierarchy
process, which is to extract the relative importance implied by each matrix. The crudest
method of principal eigenvector attainment is to merely sum the elements in each row and

collum ( Y "a, ) of the matrix and then normalize them by dividing each sum by the total
of all row sums.
Step 3: Consistency Evaluation. This step in the algorithm ensures that each matrix fits

and therefore the comparison values do not violate intended by the analyst.

+ The maximum or principal eigenvalue (Amax) is estimated as the average of the
entries inconsistency vector y and given by the formula (with n is the total number of
selection criterion):

Yt
n

max
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+ This maximum eigenvalue is then used to compute the matrix’s consistency index
(CI) using:
A —n
C] — max
n—1
+ The final step in the consistency evaluation is to examine the ratio of the calculated
consistency index. And the random index (RI) derived from the number of matrix

activities. Random indices for varying matrix sizes are shown in the following table:

Table 2: Random Indices (Saaty, 1980)

n |12 3 4 5 6 7 8 9 10 11 12 13 14 15

RI |00 058 |09 | 112|124 | 132 | 141 | 145|149 | 1.51 | 148 | 1.56 | 1.57 | 1.59

The ratio of CI to RI is the consistency ratio (CR):

cr=SL

RI
A consistency ratio of 0.10 or less is acceptable. If the consistency ratio is higher than
0.10, the weight assignments must be re-evaluated within the matrix violating the

consistency limits.

Step 4: Determining weight by calculating the ratio of the components in rows and
columns:
a;
DI
This value allows comparing the composition ratio of the plan, see the factors that
accounted for what percentage ratio of the sum of the components.

W, =
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2.3.2. Framework
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Figure 1: Framework of paper (Established by author)
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The paper was carried out by following three main steps:

The first step in the assessment process is to gather information about the data source.

The data are organized into three economic, social and environmental groups.

The second step’s target was to find out the SDGs can be implemented in the
Northeast. AHP approach was implemented as a multi-criteria decision-making to evaluate
and ranking implement sub-criteria in SDGs. We find the comparative weight among the

attribute of the decision elements by pairwise comparison matrix.

The third step aims to evaluate and rank. As a final result, evaluate and ranking
implement SDGs in Northeast, Vietnam.

3. RESULTS

3.1. Identify the sub-criteria

In this paper, we have selected and focused on the ten sub-criteria that differ widely
among provinces in the Northeast. This sub-criteria are broken down into three economic,
social and environmental groups. These are three groups that directly affect the
achievement of sustainable development goals in the provinces. The first is the industrial
production index, we can consider the overview of industrial activity. It is not affected by
price volatility and so we can evaluate purely industrial activity through it. If we evaluate
this sub-criteria, there will be differences in the economic situation among the provinces.
Second, the sub-criteria is total retail sales of goods and services in line with actual prices,
which is an important indicator to assess the growth in the region - especially the service
sector. The third is increase foreign direct investment (FDI), with this sub-criteria, we can
see the regional attractiveness of foreign investment sources. The fourth sub-criteria is to
reduce the proportion of poor households, society affected by poor households and the
burden of society is higher. Fifth is the sub-criteria to reduce the proportion of population
growth, the population is one of the factors constituting the society. The uncontrolled
population increase will bring about many problems that are difficult to solve in society.
The six of the sub-criteria is increased the literacy rate of the population aged 15 years and
over. The seven, the sub-criteria is to reduce the rate of workers over 15 age. These are the
two sub-criteria that best illustrate the social status of the provinces. The three sub-criteria
in the environmental group best illustrate the province's dynamics for forest and land and
the management of solid waste in the province. As a result, the assessment of the SDGs in
the North East will be most general.
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The Sustainable Development Goals for the Northeast

ECONOMY GROUP
@ i

Subcivria
-
,

3.2. Creating chart ranking of provinces implementing the Sustainable Development
Goals

Based on the appropriateness of the sub-criteria, the matrix to calculate the local
weight and general weight of the area. Correlation matrix between economic, social and

environmental factor. Thus, we have relationships between components.

Economy Society Environment
1 1
Economy 1 - —
5 2
Society 5 1 3
. 1
Environment 2 5 1

Figure 2: The correlation of Economics, Society, and the Environment
(Established by author)
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Local weight level I:
Economy Society Environment
Local weight 0.122 0.648 0.230
Local weight level I1:
profirlll(:ltli?;lialldex GRDP FDI
Industrial production index 1 1/8 1/3
GRDP 8 1 3
FDI 3 1/3 1

Figure 3: The correlation of sub-criteria in Economics groups (Established by author)

Poor Population Literate Young
household person workers
Poor household 1 1/5 1/3 172
Population 5 1 2 3
Literate person 3 12 1 4
Young workers 2 1/3 1/4 1

Figure 4: The correlation of sub-criteria in Society groups (Established by author)

Acreage forest

Acreage land used

Solid waste recycling

Acreage forest 1 1/5 1/3
Acreage land uses 5 1 3
Solid waste recycling 3 1/3 1

Figure 5: The correlation of sub-criteria in Environment groups (Established by author)

The calculation result of overall weight:

Solid
Industrial
Poor io- | Li -
production GRDP FDI Populatio- | Literat-e | Young | Acreage | Acreage waste.
index Househol-d n person |worke-rs | forest land uses | recycli-
ng
0.082 0.682 | 0.236 | 0.078 0.420 | 0.280 | 0.130 | 0.104 0.638 | 0.258

Figure 6: The calculation result of overall weight (Established by author).
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We have established a table for assessing sub-criteria of provincial indicators based on
collected data.

Criteria Low Medium High
Industrial production index <50 50 -150 > 150
GRDP <10.000.000 10.000.000 —20.000.000 >20.000.000
FDI <200 200 —5.000 >5.000
Poor household <10 10-20 > 20
Population <1 1-1.5 >1.5
Literate person <80 80 -90 >90
Young worker <60 60 - 65 > 65
Acreage forest <5 5-10 > 10
Acreage land uses <500 500 - 700 > 700
Solid waste recycling <100 100 - 200 > 200

Figure 07: The determine the level of each sub-criteria based on the data of the region.

Sub-criteria were classified based on the input data in the table. This study ranked
1 -5 indicating SDGs level of implementation in the province: 5 indicates high,
3 - medium, 1 - low.

We have a chart showing SDGs level of implementation in the province

THE RANK IMPLEMENTATION OF SUSTAINABLE
DEVELOPMENT GOALS IN 11 PROVINCES ( EAST
NORTHERN, VIETNAM)
3,361576 3,221008
3,26068 3,101672 2,868992 2,642616
2,908144 2,760656 2.630022

2,195344
2,13588

> <] - <] > > > & o (<)
& & S ¢ N & T & S

" ‘5‘0 ¥ == o o

Table 01: The ranking implementation of Sustainable Development Goals in 11
provinces ( East Northern, Vietnam)

The ranking results we get are generalized. It shows the situation that the area is
experiencing. We recognize that the Thai Nguyen province is doing well of the United
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Nations Sustainable Development Goals. Thai Nguyen is the center of education and
training of the former North Vietnam and the northern midland today. The education and
training system has 4 universities, 7 vocational schools, 6 technical workers schools, 19
laboratories, campuses, sub-institutes and research centers standards.The province has
completed universal primary education at the right age and universal secondary education.
The rate of raising children in the age group at all levels and levels is higher and higher
than the national average. The size of general education, the network of schools continues
to develop in accordance with the requirements of universal education, raising people's
intellectual. The system of universities, colleges, vocational secondary schools, job training
centers, vocational training centers, and continuing education centers have made important
advances. Thai Nguyen is rich in mineral resources and has a number of industrial zones.
Until now, the Thai Nguyen economy is still an economic structure of agriculture, forestry,
and industry. The province is especially important as a traffic hub connecting the
Northeastern provinces with the Red River Delta and the southern provinces.

We recognize that Cao Bang has not well implemented the Sustainable Development
Goals. As a mountainous province in the highland border, far from the major economic
centers of the Northeast and the country, Cao Bang has three border gates: Ta Lung, Hung
Quoc, and Soc Ha. This is an important advantage, creating conditions for the province to
exchange economic with outside, especially China. However, Guangxi (China) is a poor
province, large population, strong in the consumer market but also fierce competition in
the relationship of purchase, quality goods, prices into. In the country, Cao Bang can also
exchange with some provinces of Lang Son, Bac Kan ... but due to mountainous terrain,
traffic is poor so the level of development only to a certain extent. Moreover, the
exchanges are mainly by road, so it also affects the socio-economic development of Cao
Bang. The economy of Cao Bang goes up with a low starting point, many seriously
unbalanced and facing great challenges. The main economic structure in agriculture, while
the area of cultivated land is limited. The majority of food crops are a monoculture.The
province adjacent to the northern critical economic region is very convenient for economic
development and cultural exchange with other countries in the region. However, the
population of the region is growing fast; the control is not good. As such, we have
provided very objective assessment results to identify the issues that the region is facing.
From here, strategic decision makers can make decisions that are appropriate for the
province and country.

3.3. Conclusions and recommendations

3.3.1. Conclusions

The ranking implementation of Sustainable Development Goals are necessary.
Vietnam is developing day by day. So, the SDGs are a suitable direction. The methodology
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used in this article is based on indicators for the economic, social and environmental
factors of the provinces. This method is used in an effort to know the implementation of
sustainable development goals in the provinces. From here, it is possible to find the
difficulties that the province has encountered. Ten sub-criteria have been reviewed and
researched to evaluate the implementation of SDGs in the provinces. The results of the
present study clearly indicated that the implementation of SDG in the provinces is not
good. We need more efforts in improving the difficulties from the provinces.

3.3.2. Recommendations

The AHP method clearly demonstrates the superiority of this paper. We have obtained
accurate results and an overview. We recognize the problems that provinces need to
address. Poverty issues influenced the development of society and the economy of the
province. Some provinces already have actions to reduce poverty as Quang Ninh, Thai
Nguyen. However, it should not the thorough risk of poverty is still high. General
economic development of the province is not strong, it needs a capital investment from the
state and abroad. For education, should promote the provision of teaching equipment. Risk
forest area shrunk, it should be restored and preserved in the shortest time. The waste to
collection and classification in order to meet reasonable safety handling. The problem of
the area having no new but requires sustainable intervention. Therefore, we recommend
using the AHP in evaluating and ranking the implementation of the UN Sustainable
Development Goals in the provinces.
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SU DUNG PHUONG PHAP AHP CHO CONG TAC PANH GIA
VA XEP HANG CAC MUC TIEU PHAT TRIEN BEN VONG
CUA LIEN HQP QUOC TAI KHU VUC PONG BAC, VIET NAM

Tém tit: Thuc hién Muc tiéu Phat trién Bén vitng cuia Lién hop quéc la can thiét vi né
gilip cdc nude giam doi nghéo, phat trién kinh té va cdi thién méi truong (Muc tiéu Toan
cau, nam 2015). Tuy nhién, khong cé cong cu danh gid dé thiec hién Muc tiéu Phat trién
Bén viing ciia Lién Hiép Quéc & quy mé cia tinh. Viéc thic hién xép hang cdc Muc tiéu
Phat trién Bén vitng la can thiét. Cdc quoc gia dang ddt chii ¥ ciia minh dén hoa binh va
an ninh trong thoi gian gan ddy; bién doi khi hdu cé nhiéu anh hwéng dén con ngudi va
méi truong; Muc tiéu phdt trién toan dién trong hién tai ma phdi dam bao sw phdt trién
lién tuc trong tuwong lai xa va hon nita Cdac Muyc tiéu Phat trién Bén viing c¢é ddp ieng nhu
cau. (Sw doan két Quoc gia, nam 2015) Viét Nam duwoc coi la d‘ang thuwe hién mét sé
Chién lwpc Quéc gia Muc tiéu Phdt trién Bén vu’ng (Lién Hiép Quéc, nam 2015). Néu
Viét Nam nghiém tic thwc hién cdc muc tiéu quoc gia, mot cong cu c6 thé giam sat hiéu
qua hoat dong cua no cac don vi. Do do, bai bao chon khu vic Pong Bdc la mot vi du
dién hinh trong vén dé nay. Cac tinh tai khu vic bi anh huong boi dia hinh, thoi tiét, va su da
dang sdc toc. Trong bdi bdo ndy, ching téi sir dung muoi tiéu chi phu va sir dung ky thudt
phan cdp phan tich (AHP) dé tinh todn cdc chi sé cua tinh. Nghién ciru cho thdy Cao Bang,
Théi Nguyén va Yén Bdi dang thue hién tot cdc muc tiéu phat trién bén vitng va Bic
Giang dang phdi doi mdt rat nhiéu khé khan trong viéc thuc hién. Két qua nay sé dwoc
cdc nha hoach dinh chinh sdch sir dung diéu chinh ké hoach va quyét dinh trong tirong lai.

Tir khda: Muc tiéu phat trién bén viing, AHP, khu viee Dong Bdc, Viét Nam.
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